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o o leads
— Processing involves Prediction,

— Prediction is Production,

— Prediction leads to Prediction error, Prediction\ creates
— Prediction error creates Priming,

— Priming is imPlicit learning,

— imPlicit learning is the mechanism for acquisition/adap-

is
tation of Processing, Prediction and Production, and —
— Production provides the input for training Processing. imHlicit i .
p p & & learning explalns: acquisition

Figure 1. The P-chain framework for psycholinguistics.

An integrated theory of comprehension, production
and acquisition (with prediction as the central
component)?
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Evidence for prediction
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N400 and prediction

ERPs

He spread the warm bread with butter.
= = = = He spread the warm bread with BUTTER.

Sessnenes . Ho spread ‘h. warm brm w‘m S. ) )
S0cks “They wanted to make the hotel look more like a tropical resort.

2

N4 3 0 So along the driveway they planted rows of

R. medial
central

@ ]

(a)

5

| | |

300 600 900
msec

Kutas & Hillyard (1983)
Federmeier & Kutas (1999)



Evidence for prediction

Vertex ERPs by median split on cloze probability,

a e.g., 'The day was breezy so the boy went outside to fly ...’
Articles Nouns
—5 uV
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----------- < 50% Article cloze cesseeeaaee <50% Noun cloze

> 50% Article cloze > 50% Noun cloze

b N400 x cloze probability correlations at vertex
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De Long et al . (2005)“



Parallel architecture: a claim

Prediction via preactivation (across all levels) is a by-
poroduct of lexical access.

_exical access Is not just about accessing words, but
it's about accessing any (linguistic) item in long term
memory: Extended lexicon

Cat
-S Cats
Semantics: [CATI] Semantics: [PLUR (Xx)]y Semantics: [PLUR (CAT])]7
Syntax: N Morphosyntax: [Nx PLURs ]y Morphosyntax:  [N1 PLURs |7
Phonology: /kaeti/ Phonology: /...x S6ly Phonology: /kaet1 s6 /7

Priming and prediction both arise from activation
spreading in extended lexicon




Extended lexicon and prediction

Syntactic schema

Collocation

Phonology

Discourse/
world knowledge

Syntax: [np Det <A>N ...]

SALT) - » PEPPER> [Xx U3 Yyl [SALT: Us PEPPER:]4
/solt1/ /pepra/ /ends/ /solt1 @nds pepra /4

\%’

Input:  /solt &@nd/

Semantics: a. INDEF12 b. INDEFi3
Syntax: Deti2 Deti3
Phonology: /o12 C/ /on1z V/

AN

-— ukiten

“We do not explicitly formalize this here, but we do assume that
discourse event and world knowledge, and visual and spatial
information can prime lexical items, contingent on the contextual
situation.”




Case study 1: syntactic

porediction




|_eft corner parsing

A PO NP
N A

Y Y 4

lefi-branching center-embedded  right-branching

. Figure 2: Branching struclures
Figure 1: A parse tree

Left-branching (head-final): Easy

Center-embedded: Hard

top_down Right-branching (head-initial): Easy
ABCDEFG Hl Strategy ‘ —Space required#
Nodes Arcs Left | Center | Iight
bOttOm‘ U p : Top-down either O(n) | O(n) O(—)
Bottom-up | either O(1) | O(n) O(n)
CEFDBH | GA Left-corner | standard | O(1) | O(n) (Z(n)
Left-corner | eager O(1) | O(n) (1)
left-corner: What people do O(1) | O(n) O(1)

CBEDFAHGI Resnik (1992)
Chomsky & Miller (1961) K3



Garden-path

SRC vs. ORC

1.0 S - NPVP. 033 n
0.876404494831 NP — DT NN 0.33 NP
0.123595505169 NP — NP VP 1.0 SPECNP
1.0 PP — IN NP 0.5 NBAR
0.171428571172 VP — VBD PP 0.5 NBAR
0.752380952552 VP  — VBN PP (1)'36864638 g .
0.0761904762759 VP  — VBD 0 Tatasss S
1.0 DT — the 1:0 S/NP
0.5 NN —  horse 1.0 VP /NP
0.5 NN —  barn 1.0 VP
0.5 VBD —  fell 1.0 \4
0.5 VBD —  raced 18 ggHR}
1.0 VBN —  raced 1'0 N
1.0 IN — pCLSt 1:0 NP/NP
previous prefix
current prefix garden-pathing p;j:::ts p'i:.f;x Subject Relative Clause
14 | ’
12 | '
10 | 3
8 - 1.59946 ) 1.59946 ) 1.59946
5.90627 1
6 L 0.203159
—
the man who saw you saw me
4 |
o | 1. " Figure 7: Subject relative clause
. |_| 0.190684.0641303 . ,_l
the horse raced past the barn fell
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Object Relative Clause
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the man who you saw saw me

Figure 8: Object relative clause

ale (2001)




Syntactic prediction as treelet activations?

himself

[Np Which information about
Samuel

do
} ] {d } the deligent aide(s) always remind the researcher about?
oes

Which information about himself/Samuel
do(es) the diligent aide(s) always

6.00- Singular subject
~ expectation violated

5.751

Aux

[ Isg

log(rt)

5.001

Yoshida et al. (in prep)



Syntactic prediction & syntactic priming

Syntactic priming is also reflecting heightened
activation of treelet/syntactic schema®

Prediction and priming arise from the same cause
(activated lexical item in the extended lexicon)

100
Prime Prime Type Verb Type :g
The girl gave the °
boy the book. DO Same Q %01 1\ Verb Type
50 - Differen
The girl showed DO Different R, | = Same
the boy the book. 30|
The girl gave the 20
book to the boy. FL SENE 101
The girl showed - 0 | |
the book to the boy PD Ditterent D,g)rime Tw':eD

Pickering & Branigan (1998)
Momma (under review)



Syntactic prediction & syntactic priming

Syntactic priming & prediction are retlecting
heightened activation of treelet/syntactic schema”

° 0 T Heightened activation of NP_PP node ->

PP syntactic priming

Heightened activation of the
link between a verb & NP_PP
node ->
Lexical boost effect
(Note: there is not such things
as ‘activation’ of nodes)

Pickering & Branigan (1998)



Syntactic priming & ‘treelet’

CP cP
/\ PN
Cc 1P C Ip
N PN
DP;} T DP;| I
/\ N\
I vP 1 P
N PN
DPi v’ DP{ v’
VAN VAN
t v VP t v VP
RN N
DP;| V’ DPr|l WV
N N

Prime

The girl gave the
boy the book.

The girl showed
the boy the book.

The girl gave the
book to the boy.

The girl showed
the book to the boy

100
90
80
70
60
50
40
30
20
101

% DO

Prime Type
DO
DO
PD

PD

=
DO PD
Prime Type

Momma (under review)

Verb Type
Same
Different
Same

Different

Verb Type

- Different
Same



Parallel architecture: a claim

Prediction via preactivation (across all levels) is a by-
poroduct of lexical access.

_exical access Is not just about accessing words, but
it's about accessing any (linguistic) item in long term
memory: Extended lexicon

Cat
-S Cats
Semantics: [CATI] Semantics: [PLUR (Xx)]y Semantics: [PLUR (CAT])]7
Syntax: N Morphosyntax: [Nx PLURs ]y Morphosyntax:  [N1 PLURs |7
Phonology: /kaeti/ Phonology: /...x S6ly Phonology: /kaet1 s6 /7

Priming and prediction both arise from activation
spreading in extended lexicon




Case study 2: phoneme

porediction




Phoneme prediction

7 .
A MEG recording Day 2
p ~ PAUSE DETECTION TASK
Training Day1 3@ Design Item type:
60 novel i .
y d Overplght Learning Source Novel Baseline
spoken words Consolidation Condition: word: word: word:

Trained Day 1
(Consolidated)

formula formubo  formuty

(e.g. formubo)
. Jﬁ/

YY

(. - Trained D"."V 2 mushroom mushrood mushrook
Training Day2 (Unconsolidated)
60 novel , o ' _
spoken words Untrained vitamin  vitamek  vitamat
(e.g. mushrood)
. J . J

Newly learned words become part of
the lexicon after a day (consolidation)

Gagenepain et al. (2008)



Phoneme prediction

Lexical competition vs. phoneme prediction models

B segment Prediction Uniueness  Devatin

----- 1828080 B

= N 1{ TR T After a new word ( formuba )
ol ol e becomes a part of lexicon,
§1 - : unigueness point shifts.

Gagenepain et al. (2008)



Phoneme prediction

Lexical competition vs. phoneme prediction models

A Lexical competition gn_iqu(eun;ss Eeyiatgg) BSegment Prediction gn'iqu(%n;ss Eeyiat(g:)
6) oy E\Ek
oo o [l e = N8 T t ol 13 e After a new word (“formuba”)
female |- |lformer i S b .
I §0= o la becomes a part of lexicon,
SeRER unigueness point shifts.
r m j
C 6 D s- - o : y
—— e —— Wi e Lexical competition (cohort)
54 Competitor 204 Competitor . .
o2y 1) 2y ) model predicts that, adding
41 = No New 154 —a— No New. ‘ ; . .
e | Competor formuba’ to lexicon increases

competition before the
deviation point (the shifted
T e e, w8 unigueness point)

Segment Segment

Lexical entropy
w

Segment prediction error
o

In comparison, phoneme
prediction model predicts that
adding ‘formuba’ to lexicon
makes the prediction error of
/b, |/ greater at the deviation

int.
(Gagenepain et al (2008)



Phoneme prediction

Lexical competition vs. phoneme prediction models

A Lexical competition Uniqueness Deviation B Segment Prediction Uniqueness Deviation
Point (UP) Point (DP) Point (UP) Point (DP)
@ = [ 88 82
- N/ \ ~ ~ — ~— ) ~—
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f | former \
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ol U I NP
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o :3:1".:[ \ Y m j
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54 Competitor 204 Competitor \ ..
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: 1.5 : b B
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w

Segment prediction error
o

'| g
0
f
- Segment
3 . pre-P postR Phoneme prediction model
o =2 - = = |exicality effect
I g | - = = Novelty effect _ !
E «fi}= Day 1 Items 2 2.01 «fi= Day 1 Items - D:;/i)f)::aineiilg effect - > SU rp rI Sal effeCt at the
2 1.04 a8 I .2 Day 2 ltems ILexicalitnyay Novelty x Day . . . f
£ T gs) oy | 47/ deviation point (only for the
—_— 7 ¢!
S a 1.04 7 | . .
—— )
I DA | g A consolidated items)
-l 9 051 H
| ; I
0.0 +—= e ——= A 00 . . J— . .
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Gagenepain et al. (2008)



Phoneme prediction
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Novelty-by-Day
interaction

-800  -600 -400  -200 0 200 400
Time (ms)

Right after the deviation point,
divergence starts right after
the deviation point.

Difference between ‘formula’
vs. ‘formuba’ smaller for
consolidated (Day 1) than
unconsolidated (Day 2) items.

Difference between ‘formula’

and ‘formuty’ (total nonword)

greater for consolidated (Day

1) than unconsolidated (Day
2) items.

M Day 1
M Day 2

Gagenepain et al. (2008)



1. A differential brain activity pattern is recorded at each time point.
t; ty t3

Differential *°
brain activity
pattern (A-B)

S
%)

2. A classifier is trained at each time point.
[ J

~
Pattern S
classifier <
&

“YN Sensor1l YN\ Sensorl Y\ Sensor1

3. Each classifier is tested on its ability to generalize to all time points.

T Decoding performance

n 4
P ul

Training /£
time

Generalization time

TRENDS in Cognitive Sciences

12KHz

o
w
o

plitude

Am

Frequency
PRI A
.’ %
1.

A

distance from word onset——>»

l \

O

Train time (s)
o o
- l\)

Train time (s)
o o o
o ‘_. N w

Acoustic decoding' Stable format over time

First phoneme

000

0 01 02 03
Test time (s

i-h

S
{ ’ " - 2 5 .
- R

*;."::.ﬁ

-
~

"...while his long tail swished to the rhythm of his thoughts..."

Neural decoding' Evolving format over time

First phoneme

A A%

0

01 02 03
Test time (s)

Gwilliams et al. (under review?)



d offset word onset—»

e mmﬂw

Time slice at 200 ms processing time

Time slice at 500 ms input time
| oo

o
~

©
w

o
N
1

|

o
—

Train time (s) w.r.t. all phoneme onsets

o

-0.75 -0.5 -0.25 0 0.25 0.5 0.75 1.0
Train time (s) relative to word onset

A: short phonemes have
narrower diagonal shape ->
The brain representation of short
phonemes evolves faster

.0004

A phoneme duration

B position invariance

second

beta coef

D phoneme surprisal

low surprisal

00002 high surprisal

beta coe!

02 0 02 04
Time (s) relative to phoneme onset

Gwilliams et al. (under review?)



A phoneme duration

o
~

©
w
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N
1

|

B position invariance

second

Train time (s) w.r.t. all phoneme onsets

o

-0.75 -0.5 -0.25 0 0.25 0.5 0.75 1.0
Train time (s) relative to word onset

B: Classifier trained on first D
phoneme good at decoding the
second, third and last
phonemes -> evidence for

position-invariant neural 02 e ron e

representations  Gyilliams et al. (under review?)

low surprisal

00002 high surprisal




d offset word onset—» A phoneme duration

e mmﬂw

Time slice at 200 ms processing time

| .~° at 500 ms input time

o
~

o
w

o
N
1

|

B position invariance

second

Train time (s) w.r.t. all phoneme onsets
o

o

-0.75 -0.5 -0.25 0 0.25 0.5 0.75 1.0
Train time (s) relative to word onset

C: more surprising (= less D phoneme surprisa
oredictable) phonemes have
later onset of decodable time el

region -> evidence for phoneme i e P
prediCtion? Time (s) relative to phoneme onset

Gwilliams et al. (under review?)






Tree adjoining grammar

Basic unit: Elementary trees

(1) (2) S 3) VP
NP TN P
| NP VP VP AdvP
| |
N V Adv

| |
Julia Wal‘ked slowly




Tree adjoining grammar

Basic unit: Elementary trees

(1) (2) S @ vpP
| NP VP VP AdvP
N \‘/ A(|iv
5 | |
Julia walked slowly

Combinatorial operations

Substitution A ﬁé

Tree T Tree S A




Tree adjoining grammar

Basic unit: Elementary trees

(1)

(2)

NP

|
N

Julia

Combinatorial operations

Substitution A ﬁé

Tree T

Tree S

N
NP VP

walked

/\

3 VP
/\
VP AdvP

|
Adv
|
slowly
S
/\
NP VP
| |
1\|T walked
Julia

—

S

/\
NP VP
| |
N V

| |
Julia walked



Tree adjoining grammar

Basic unit: Elementary trees

(1) (2) S @ vpP
| NP VP VP AdvP
N \‘/ A(|iv
5 | |
Julia walked slowly

Combinatorial operations

Substitution A ﬁé

Tree T Tree S A

Adjoining *@




Tree adjoining grammar

Basic unit: Elementary trees

(1) 2) S 3 VP
| NP VP VP AdvP
| |
N V Adv
5 | |
Julia walked slowly
Combinatorial operations 5 —{D

PN

NP VPZ@EVP

N \ Adv
(p g — i | |
Substitution A Julia walked slowly

Tree T Tree S A l

Adjoining *@ " i

Tree T Vv Adv

| |
walked slowly




Tree adjoining grammar

Empirical generalization: Speakers plan gap structures as soon as
they represent the filler (and later insert the materials in between).

CP
/\
DP; C’
| A
Who ( P
/\
DP; I
I/\[)
—_— /\
DP}- v’
|- /\
b VP
/\
V CP
tlhilnk (|‘
/\
.C P
N
DP; I
. | /\)
The decision about the . T W
embedded complementizer is o v
t v VP

already made here




Filler-gap dependencies in TAG
Who does the girl think the dog chased __ 7

CP [null]
//\\

DP;| [wh] C’ [null]
@[null] N
PN C [null) 1P

Adjoining .- "\

C [null] /IP\ DPl T
CP [null] .- DPil T I

DP;} [wh] (C)[null/that] I P b

C [that] | AN eV
‘ /\ /\ \Y C’ [that]
that DP;| T v VP |
/\ /\ thinks C [tl/zat] I\P
I vP vV (O [that] |
/. | that DP;| T
tj Vv thinks /\
/\ I vP
v VP
t; v
/N
VvV DP v VP
| | N
chases t; \Y% DP




Filler-gap dependencies in TAG

Who _ thinks that the dog chases the cat?

CP [null]
b CP [null]
C [null] 1P PN
N C [null] TP
DP;| T PN
/\ DP;, T
I vP
/\ [ v
t; v’
N by
v VP
/"
7N CP [that] v VP
V  CP [that]} o~
‘ S SN ————py
thinks C [that] IP 4 CPE\hat]
e | /N thinks  C [that] IP
Substitution that DP;| I’ P
/\ ‘ / \
f @ that DP;| T
Vv
/\
I P
t; v’
/\ t; v’
-4 2
v VPl
\|/ DPyl PN
V  DP.l
chases |




Filler-gap dependencies in TAG

Adjoining

Substitution

The derivation of cross-clausal filler-gap dependency structures with that
P— CP [null)
DP,i/[wh] C’\;w,u
7
C [null]
Adjoining
CP [null] )
DP;| [wh] @[null/that]
C [that] P
N :
that DP;, T’
/\ thinks
I vP
/\
t]' v’
/\
v
N
V DP
|
chas ti

C’ [that|

s C [that] P

that DP;, T

V4 mm\aﬁon of bi-clausal structures with no cross-clausal filler-gap dependencies with that
CP [null]
N CP [null]
C [null] 1P /\
/N C [null] TP
DP;, T A
/N DP;l T
I vP %
AN
/N I vP
t v’
' /\
N 6 v
v VP
/\
N v VP
V  CP [that]] CPE{LM] o~
" /’// \\\\\ N
thinks AC [that] P \‘/ CP[that]
| N TN
TR thinks  C [that P
Substitution § that DP;| T - (that]
1/\r> that Dé,¢ r
A%
aN /\
I vP
% A
N by v
v VP|
A~ N
7N v VPl
V. DPyl /\
| V  DP.l
chases ‘
chases

Two distinct elementary trees, both headed by think
but one for adjoining, the other tor substitution.

Both elementary trees may be primed by repetition,
but they don't prime each other.




Filler-gap dependencies in TAG

Adjoining requires a structural representation
(elementary tree) that contains think and that specifically
used for adjoining.

When a sentence does not contain a cross-clausal filler-
gap dependency, an elementary tree that contains think
and that is distinct from the one used for adjoining.

Prediction: elementary trees containing verbs like think
and that can be primed, but only when both prime and
target sentences contain a cross-clausal filler-gap
dependency or when neither does.




Structural priming and lexical-boost

The magnitude of structural priming e
iIncreased by repeating a head of the
(Pickering & Branigan, 1998; ct. Scheepers et al. 2017

but see Calminati et al. 2019).

Using dative priming as an example:

If target sentences contain ‘give’...

Prime Prime Type

The girl gave the boy
the book. DO

The girl showed the
boy the book. DO
The girl gave the book PD

to the boy.

The girl showed the PD

book to the boy

Verb Type
Same
Different
Same

Different

100
90
80
70
60
50
401
30
20
10

% DO

Tect can be
orimed structure

DO PD
Prime Type

Verb Type

- Different
Same




Read aloud & memorize

(5000 ms)

Read aloud & memorize

The director announced
that the actor would be in
the new movie.

Blank screen

(2000 ms)

(5000 ms)

Read aloud & memorize

The manager announced
he would promote the
employee.

Read aloud & memorize

Blank screen
(2000 ms)

Recall

(until key response)

Recall

director announced

AN




Design & Prediction

Exp. #

Prime

Target

Exp. 1

The manager {announced | implied} {that |
@} he would promote the employee.

The director announced that he
would nominate the actor.

Exp. 2

Who; did the manager {announce | imply}
{that | @} he would promote t;?

The director announced that he
would nominate the actor.

Exp. 3

Who; did the manager {announce | imply}
{that | @} he would promote t?

Who did the director announce that
he would nominate t;?

Exp. 4

Whoi ti {announced | implied} {that | @} the
manager would promote the employee?

Who did the director announce that
he would nominate t;?

Exp. 5

The manager {announced | implied} {that |
@} he would promote the employee.

| wonder who; the director announced
that he would nominate t;?

Cross-clausal FG
dependencies?

Neither
Only prime
Both

Only target

Only target
(emb. wh-q)

Prediction: the lexical boost effect should be observed only

when both prime and target contains a cross-clausal filler-
gap dependencies (Exp. 3), or when neither does (Exp. 1)



100:
90-
80-
70
60
50:
40-
30-
20
10 Two-way interaction: 10

% That production

Neither

Lexical boost
= 9.3%
Experiment 1

100+

Verb Type 00
- Different

- Same 80-

= 701

0 95%Crl: [-1.13, -0.09]

Null That
Prime Type

Only prime Both Only target
Lexical boost Lexical boost Lexical boost
= — 2.9% =14.8% = — 0.2%
Experiment 2 Experiment 3 Experiment 4
100- 100-

Verb Type %0 Verb Type 00 Verb Type
= Different < Different = Different
+~ Same 80- +~ Same 80- +~ Same
70 70
60- A 60-
50- . A 50- o
40 40
30 4 30-
20 20
10- Two-way interaction: 10-
N 95%Crl: [-1.57, -0.33] _
Null That Null That Null That
Prime Type Prime Type Prime Type

Only target
(emb. wh-qgs)

Lexical boost
= — 1.0%
Experiment 5

100-
90

80:

Verb Type

- Different
~ Same

707
60:
50;

40-
30:

20
10-
O.

Null That
Prime Type



