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Ferreira and Clifton (1986, Experiment 1) found that readers experienced equal difficulty
with temporarily ambiguous reduced relatives clauses when the first noun was animate (e.g.,
*“The defendant examined by the lawyer was . . .”’) and when it was inanimate and thus an
unlikely Agent (e.g., ‘‘The evidence examined . . .""). This data pattern suggested that a
verb’s semantic constraints do not affect initial syntactic ambiguity resolution. We repeated
the experiment using: (1) inanimate noun/verb combinations that did not easily permit a
main clause continuation, (2) a baseline condition with morphologically unambiguous verbs
(e.g., ‘‘stolen’), (3) a homogeneous set of disambiguating prepositional phrases, and (4) a
display in which all of the critical regions were presented on the same line of text. In two
eye-movement experiments, animacy had immediate effects on ambiguity resolution: only
animate nouns showed clear signs of difficulty. Post-hoc regression analyses revealed that
what little processing difficulty readers had with the inanimate nouns varied with the se-
mantic fit of individual noun/verb combinations: items with strong semantic fit showed no
processing difficulty compared to unambiguous controls, whereas items with weak semantic
fit showed a pattern of processing difficulty which was similar to Ferreira and Clifton (1986).
The results are interpreted within the framework of an evidential (constraint-based) ap-
proach to ambiguity resolution. Analyses of reading times also suggested that the millisec-
ond per character correction for region length is problematic, especially for small scoring

regions. An alternative transformation is suggested.

Language comprehension takes place
rapidly and, to a first approximation, incre-
mentally. Because the interpretation of a
sentence is strongly constrained by its syn-
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tactic structure, readers must make at least
partial syntactic commitments as a sen-
tence unfolds, even when faced with local
syntactic indeterminacies. However, a va-
riety of syntactically relevant constraints
are likely to be available which could be
used to inform these commitments. How
and when these constraints are actually
used remains an important but currently
unresolved question.

A great deal of research on syntactic am-
biguity resolution has been guided by com-
parisons among two classes of models: (1)
autonomous (modular) models in which an
initial commitment is made to a single syn-
tactic structure using only a restricted do-
main of syntactic information, and (2) inter-
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active models in which more than one al-
ternative analysis can be evaluated using
multiple sources of evidence.

In autonomous models, initial syntactic
commitments are made using structure-
building procedures which make use of
only a restricted domain of syntactic infor-
mation. For example, in the “*garden-path’’
theory originally proposed by Frazier and
Rayner (1982), the syntactic processor or
“‘parser’’ builds the simplest syntactic
structure consistent with phrase structure
rules of the language. These structures are
initially built without reference to other po-
tentially relevant constraints, including dis-
course context, the local sentence context,
and, in some versions of the model, infor-
mation specific to particular lexical items
(e.g., Frazier, 1987, 1989; Ferreira & Hen-
derson, 1990; Clifton, 1993). Constraints ig-
nored in the first stage of parsing are then
used to evaluate, and if necessary, revise
mistaken commitments.

In this class of models, the indeterminacy
that arises during syntactic processing is
initially resolved within the syntactic mod-
ule. This explanation has the advantage of
allowing initial syntactic decisions to be re-
stricted to information internal to that mod-
ule. However, in doing so, other relevant
constraints are temporarily ignored. Thus,
a characteristic of two-stage models is that
they predict that parsing involves frequent
temporary syntactic misanalysis or ‘‘gar-
den paths’’ (Frazier & Rayner, 1982).

Interactive models have adopted a ‘‘con-
straint-based’” or *‘evidential’’ approach to
syntactic processing (e.g., Tarraban & Mc-
Clelland, 1988; McClelland, Tarraban, &
St. John, 1989). In recent variants of evi-
dential models, ambiguity resolution is
viewed as a continuous process in which
the most likely syntactic alternatives are
evaluated with respect to evidence pro-
vided by syntactic input as well as salient
semantic and discourse-based constraints
(e.g., MacDonald, 1992; Pearlmutter &
MacDonald, 1992; Spivey-Knowlton,
Trueswell, & Tanenhaus, 1993; Tabossi,
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Spivey-Knowlton, McRae, & Tanenhaus,
in press; Trueswell, Tanenhaus, & Kello,
1993). Unlike autonomous models, eviden-
tial approaches allow for multiple con-
straints to be used in the initial resolution of
local syntactic indeterminacy. Readers and
listeners may experience difficulty when
the evidence is inconsistent, or when a
structure is of low probability. Garden
paths arise when the correct analysis of a
local ambiguity is temporarily unavailable.

Distinguishing between restricted do-
main and evidential approaches has proved
to be difficult, in part because few, if any,
models are explicit enough to make clear
quantitative predictions. As a conse-
quence, many results that would seem to
provide evidence in favor of one approach
can be accounted for by the other approach
using different assumptions. Nonetheless,
there are some results in the literature that
would seem to provide clear support for
one approach or the other (for recent re-
views see Mitchell, 1994; Tanenhaus &
Trueswell, 1994).

Perhaps the most compelling evidence in
favor of restricted domain models comes
from Experiment 1 in Ferreira and Clifton
(1986). Ferreira and Clifton monitored eye
movements while subjects read sentences
beginning with reduced or unreduced rela-
tive clauses which began with noun phrases
with animate or inanimate nouns. A sample
set of materials is illustrated in:

The defendant examined by the
lawyer turned out to be unreliable.
t. The defendant that was examined
by the lawyer turned out to be un-
reliable.
¢. The evidence examined by the
lawyer turned out to be unreliable.
d. The evidence that was examined
by the lawyer turned out to be un-
reliable.

I. a.

Sentences with reduced relative clauses
such as (la) are temporarily ambiguous in
English when the same form (usually verb
+ ‘“*ed’’) can be used for the past tense and
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the passive participial forms of the verb.
Thus a noun phrase followed by a morpho-
logically ambiguous verb (e.g., ‘‘The defen-
dant examined . . ."") will be temporarily
ambiguous between a main clause with a
past tense verb and a reduced relative
clause with a participial verb. In a main
clause, the noun phrase will be the subject
of the verb and it will typically play the
semantic/thematic role of Agent in the
event described by the verb. In a reduced
relative clause, the noun phrase is the
grammatical object of the verb and it plays
the role of Theme or Patient. In a full or
unreduced relative such as (1b) and (1d),
the relative clause is unambiguously
marked by the relative pronoun ‘*who” or
“‘that.”

Sentence (Ic) is also a reduced relative
clause. However, a main clause with ‘‘evi-
dence’ as the subject of ‘‘examined’’
would be semantically incongruous be-
cause ‘‘evidence” does not have the appro-
priate semantic properties to be the Agent
of an examining event. In contrast, ‘‘evi-
dence’’ is a plausible “*“Theme.’” Thus sen-
tence (lc¢) provides strong semantic con-
straints against the main clause structure
and in favor of a reduced relative clause. In
general, animate nouns are good Agents for
most events, whereas inanimate nouns are
often poor Agents and typically good
Themes.

Restricted domain and constraint-based
approaches each would predict that readers
will experience some difficulty in reading
reduced relative clauses with animate noun
phrases such as (1a) compared to full rela-
tive clauses such as (1b), although they
would do so for different reasons. In the
garden-path model, the verb “*examined’’
will be parsed as the matrix verb in a main
clause because that attachment is syntacti-
cally simpler than treating the verb as part
of a relative clause. Thus, the processing
system will be garden-pathed when it en-
counters the following prepositional phrase
(‘‘by the lawyer’’) which is inconsistent
with a main clause. Other types of explana-
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tions for the main clause bias for NP V se-
quences have been proposed by Ford, Bre-
snan, and Kaplan (1982), Pritchett (1988,
1992), Gibson (1991), and Weinberg (1993).

Constraint-based approaches predict a
main clause bias on the basis of frequency
and supporting contextual constraints. An
NP followed by an ‘“‘ed” verb at the begin-
ning of a sentence is more likely to be the
start of a main clause containing a past-
tense verb than it is to be a reduced relative
clause containing a participial verb
(Tabossi et al., in press). This was the basis
for the NVN strategy proposed by Bever
(1970). Thus, at the verb, the main clause
would be more active than the reduced rel-
ative. The main clause would receive addi-
tional contextual support because the ani-
mate noun would have the right semantic
properties to be the Agent of the verb. In
addition, a main clause would be more con-
sistent with the presuppositions present in
the null context than would a reduced rela-
tive clause (Crain & Steedman, 1985; Ni &
Crain, 1991; Trueswell & Tanenhaus, 1991,
1992). When the prepositional phrase ‘‘by
the lawyer’” was encountered, the reader
would experience difficulty because the
phrase provides strong evidence against the
more active main clause structure and
strong evidence in support of the less active
reduced relative clause structure.

The predictions for reduced relative
clauses with inanimate nouns are more
complicated. Within a restricted domain
framework, there is a choice about whether
or not to include thematic information such
as animacy as part of the input to the first-
stage parser. The argument for including
animacy is that it is morphologically
marked in many languages, i.e., it is a se-
mantic feature that can have clear morpho-
logical/syntactic reflexes. The arguments
against including animacy are more com-
pelling. Inanimate noun phrases can often
be subjects in main clauses (e.g., ‘“The car
towed the trailer.”). In addition, attempts
to include syntactically relevant semantic
features as part of the syntax run into a
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slippery slope problem. It is difficult to
draw a clear boundary between semantic
features that have special syntactic charac-
teristics and those that do not. This is the
primary reason why the notion of semantic
features which provide constraints on the
selection of verb arguments within the syn-
tax (i.e., ‘‘selectional restrictions’’) was
largely abandoned within linguistic theory.
As McCawley (1971) pointed out, ‘‘a per-
son who utters ‘My toothbrush is alive and
is trying to kill me’ should be referred to a
psychiatric clinic not to a remedial English
course.”’

If thematic constraints are used in evalu-
ating and revising initial analyses, as
Rayner, Carlson, and Frazier (1983) pro-
posed, then readers should still experience
a garden path when reading a sentence be-
ginning with a reduced relative clause with
an inanimate subject NP. However, the an-
imacy information might speed recovery
from the misanalysis.

While this is the most natural prediction
for restricted domain models, exactly when
semantic effects will be seen will depend on
specific assumptions about how quickly a
syntactic commitment can be evaluated and
revised. If semantic effects are delayed,
there should be a temporal window of sev-
eral words in which animacy would not in-
teract with ambiguity resolution. This pat-
tern was obtained by Rayner et al. (1983)
using pragmatically biasing contexts. The
limiting case, however, is that revisions can
occur almost immediately after a commit-
ment is made. Under these conditions, an
interaction between animacy and ambiguity
could still be taken as evidence for a tem-
porary garden path as long as the ambigu-
ous sentences with inanimate nouns were
still more difficult than the unambiguous
controls.

Constraint-based models predict that re-
duced relative clauses with inanimate
nouns will, in general, be easier to process
than reduced relatives with animate nouns.
In order to see why, it will be helpful to
sketch out a few details about the type of
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model that we have been developing. We
are assuming that a verb makes available in
paraliel all of its possible thematic roles, or
thematic grids (Carlson & Tanenhaus,
1988; Tanenhaus & Carlson, 1989; Tanen-
haus, Carlson, & Trueswell, 1989; Pearl-
mutter & MacDonald, 1992). For ambigu-
ous verbs, the alternative sets of thematic
roles for each possible reading will be acti-
vated. For the past-tense reading of most
-ed verbs, the preceding NP will typically
play the role of Agent or Instrument,
whereas for the participial reading, the pre-
ceding NP will be the Patient or Theme.
The semantic fit between the NP and its
possible thematic roles provides evidence
that is used to evaluate the alternative ar-
gument structures for the past tense and
participial readings (cf. Pearlmutter,
Daugherty, MacDonald, & Seidenberg,
1993). An inanimate noun that is both a
poor Agent for a particular verb and a good
Patient or Theme will provide evidence in
support of the argument structures linked
to the participial form and thus evidence in
support of the reduced relative structure.
At the same time it would provide evidence
against the past-tense/main clause. In the
limiting case, the semantic constraint might
be strong enough to completely eliminate
any difficulty with reduced relative clauses.
However, even a strong semantic con-
straint may not be able to completely over-
ride a frequency asymmetry as strong as
that between the main clause and the re-
duced relative clause. Thus, the most nat-
ural prediction for constraint-based models
is that ‘*pre-ambiguity’’ cues such as ani-
macy and ‘‘post-ambiguity’’ cues such as
the disambiguating prepositional phrase
will interact (MacDonald, 1992).

Thus far we have argued that both re-
stricted domain and constraint-based mod-
els predict that readers will experience dif-
ficulty with reduced relative clauses with
animate agents. In addition both classes of
models could account for a pattern of re-
sults in which animacy interacted with am-
biguity. However, constraint-based models
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would have difficulty explaining the com-
plete absence of an interaction, whereas re-
stricted domain models would have trouble
explaining an interaction with no residual
effect of ambiguity for reduced relatives
with inanimate noun phrases.

Ferreira and Clifton (1986) found the pat-
tern of data that is most problematic for
constraint-based models. They analyzed
reading times for three scoring regions in
their experimental sentences: (1) the first
noun phrase (‘‘the defendant’’); (2) the am-
biguous verb (‘‘examined’’); and (3) the dis-
ambiguating prepositional phrase (‘‘by the
lawyer’’). Animacy had immediate effects:
reading times were longer for the reduced
relative clauses at the ambiguous verb
when the preceding noun was inanimate.
Nonetheless, animacy did not interact with
ambiguity resolution at the prepositional
phrase. First and second pass reading times
were longer for the reduced relatives sen-
tences compared to the unreduced rela-
tives, regardless of animacy. Moreover, the
size of the reduction effect for sentences
with inanimate nouns was virtually the
same as the reduction effect for sentences
with animate nouns.

These results would seem to offer com-
pelling evidence in favor of restricted do-
main models. The syntactic module is ap-
parently making decisions without taking
into account a local constraint that is both
relevant, and clearly available—as indi-
cated by the animacy effects at the verb.
This finding is difficult to reconcile with
any version of a constraint-based model of
ambiguity resolution.

However, there are aspects of the mate-
rials used by Ferreira and Clifton (1986) and
the presentation mode that was used to dis-
play the sentences that, taken together,
might account for the results. First, the ma-
nipulation of thematic constraint was weak
for many of the test sentences. Inspection
of the materials indicates that about half of
the sentences with inanimate nouns could
have been plausibly continued as a main
clause up through the verb, either because
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the inanimate noun could play the role of

Instrument, e.g., ““The car towed . . . ,”’ or
because the verb had an ‘‘ergative’’ read-
ing, e.g., “‘The trash smelled...”. In a

constraint-based model like the one we
sketched earlier, an inanimate noun pro-
vides strong evidence against a main clause
analysis only insofar as it is incompatible
with the argument structures that can occur
with the past-tense form of the verb. Thus,
the relevant dimension is actually degree of
semantic fit between the noun phrase and
its possible thematic roles.

Second, the display mode used by Fer-
reira and Clifton (1986) might have intro-
duced differences between the reduced and
unreduced sentences. Ferreira and Clifton
used a 42-character per line display. As a
consequence, the test sentences, which av-
eraged about 70 characters in length, had to
be displayed across more than one line.
Sentences with unreduced relative clauses
typically had more than 40 characters up
through the disambiguating region. Thus
line breaks had to be placed in the middle of
the disambiguating region (the preposi-
tional phrase) for these sentences. Given
this constraint, Ferreira and Clifton made
the reasonable decision to equate the posi-
tion of the line break for reduced and unre-
duced relative clauses with the same con-
tent. However, this meant that the first line
of a sentence with a reduced relative
clauses, which was usually nine characters
shorter than its unreduced counterpart,
ended well before the end of the screen,
resulting in an unnatural looking display.
Pilot work we have conducted shows that
reading times are longer to sentences with
early line breaks. A similar effect in the
Ferreira and Clifton (1986) experiment
would have elevated reading times in the
disambiguating region of the sentences with
reduced relative clauses.

Finally, unreduced relative clauses may
not provide an appropriate baseline for re-
duced relative clauses. Readers often do
not fixate on short function words. Thus
the landing sites for saccades to the unre-
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duced relative clauses might have been dif-
ferent than those to the reduced relative
clauses. Trueswell et al. (1993) have re-
cently demonstrated that landing site differ-
ences can result in differences in fixation
duration which superficially look like syn-
tactic misanalysis effects. In addition, unre-
duced relative clauses might be somewhat
easier to process than reduced relatives for
reasons that are unrelated to ambiguity. In-
formation about the structure, and the re-
sulting processes, are distributed across
several words for unreduced relatives
(‘‘that was examined’’) but concentrated at
the verb for reduced relatives (Trueswell &
Tanenhaus, 1991).

Because of the theoretical importance of
Ferreira and Clifton’s results (1986) results,
we repeated the experiment using materials
in which the inanimate nouns were incon-
sistent with main clause continuations. We
used an 80-character display in order to
present all of the scoring regions of the test
sentences on a single line. In addition, we
included conditions with morphologically
unambiguous verbs to allow us to factor out
any differences in difficulty between re-
duced and unreduced relative clauses that
are unrelated to ambiguity.

EXPERIMENT 1
Method
Subjects

Twenty-four undergraduates from the
University of Rochester participated in the
experiment for course credit. All subjects
were native English speakers with uncor-
rected vision.

Equipment

The eye movements of each subject were
recorded using a Stanford Research Insti-
tute Dual Purkinje Eyetracker (Fifth Gen-
eration). The eyetracker transmitted infor-
mation about horizontal and the vertical
eye position angle to a PDP-11 computer
equipped with an analog to digital conver-
sion board. Eye position was determined
by sampling these signals every other mil-
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lisecond. At the end of each trial, fixation
positions and durations were computed and
stored. Each fixation was represented by
an x and y screen coordinate, a starting
time, and an ending time. Two eyetrackers
of the same type, one for the left eye, one
for the right eye, were in the lab. Occasion-
ally, one or the other was unavailable for
use. Eye movements were recorded from
either the left or right eye and viewing was
binocular. Stimuli were presented on a
Hewlett-Packard CRT.

Materials

Two groups of target sentences were gen-
erated (see Appendix A). The first group
used 16 morphologically ambiguous verbs
such as ‘‘examined’’ which use the same
form for both the participle and the past
tense. The second group used 12 morpho-
logically unambiguous verbs such as
“‘drawn”’ which have unique participle
forms. Example sentences from each group
are presented in Table 1. All of the verbs
were embedded in subject—position relative
clauses containing a noun phrase (e.g.,
““The defendant’’), a verb (‘‘examined’’), a
“‘by’’ phrase introducing an explicit Agent
(**by the lawyer’’), and a main clause verb
phrase (*‘turned out . . .”’). For the ambig-
uous verbs, four types of sentences were
generated by combining two factors. The
first factor was whether the first noun
phrase was animate (‘‘The defendant’’) or
inanimate (‘‘The evidence’’). The criterion
for selecting inanimate nouns was that none
of the experimenters could think of a plau-
sible main clause continuation of the sen-
tence fragment containing the noun phrase
and the verb (e.g., ‘‘The evidence exam-
ined . . . ?7”’). The second factor was
whether the relative clause was a reduced
relative or an unreduced relative.

For the unambiguous verbs, reduced and
unreduced sentences with inanimate nouns
were generated. We initially tried to de-
velop a set of materials in which the same
sentences were used with both ambiguous
and unambiguous verbs, but this proved
unfeasible. We chose not to manipulate an-
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TABLE 1
ExAMPLE STIMULI FROM EXPERIMENT 1
Verb type Noun type Clause type Example
Ambig. Animate Reduced The defendant examined by the lawyer turned out to be
unreliable.
Unreduced The defendant that was examined by the lawyer turned out
to be unreliable.
Inanimate Reduced The evidence examined by the lawyer turned out to be
unreliable.
Unreduced The evidence that was examined by the lawyer turned out
to be unreliable.
Unambig. Inanimate Reduced The poster drawn by the illustrator was used for a
magazine cover.
Unreduced The poster that was drawn by the illustrator was used for a

magazine cover.

imacy for the unambiguous verbs because
there are relatively few commonly known
verbs with distinct past tense and past par-
ticiple forms, and many of these verbs can-
not be used naturally with both animate and
inanimate objects. We settled upon the in-
animate conditions because these provide
the critical baseline needed to factor out
any processing difficulty with reduced rel-
atives with inanimate nouns that is unre-
lated to ambiguity resolution.

Four presentation lists were constructed
by combining the 28 target sentences with
62 distractor sentences. The word length
and frequency of the head noun phrase of
the ‘‘by”” phrase was controlled across the
four stimulus lists. Each test sentence was
followed by at least one distractor sen-
tence. The distractor sentences contained a
variety of sentence types including sen-
tences using main clauses with past tense
verbs. The four sentence types for each of
the ambiguous verbs and the two sentence
types for the unambiguous verbs were ro-
tated through the four lists. Each subject
was presented with 10 practice sentences
and one of the four lists.

Procedure

Because small head movements decrease
the accuracy of the eyetracker, a bite bar
was made for each subject at the beginning
of the testing session. Subjects were given
instructions and seated in front of the com-

puter screen, with the subject’s eyes ap-
proximately 75 cm from the screen. All sen-
tences appeared in upper case. The visual
angle of each character was approximately
18 min of arc. At the beginning of the ex-
periment, the brightness of the CRT was
adjusted to the subject’s comfort. The eye-
tracker was aligned and the signal from the
eyetracker was calibrated with the screen
coordinates. During the calibration proce-
dure, the subject fixated on a series of
screen positions, with the computer sam-
pling the eyetracker at each position. These
samples were then used by the computer to
derive a set of linear equations that con-
verted the horizontal eye position signal
into horizontal screen coordinates and the
vertical signal into vertical screen coordi-
nates.

Each trial consisted of the presentation
of a single sentence. All of the sentences fit
on a single line of the screen. Before the
sentence was presented, a fixation cross
was displayed at the starting position of the
sentence. The subject fixated on the cross
and pressed a button on a button box to
display the sentences. The subject read the
sentence silently and then pressed the but-
ton to signal that he or she was finished.
After each sentence, the calibration was
checked by displaying a moving cross-hair
controlled by the subject’s eye movements
along with the stationary fixation cross of
the next trial. If the experimenter judged
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that the eye position did not line up ade-
quately, the computer was recalibrated.
(Recalibrations were typically not neces-
sary.) During each trial, the experimenter
monitored the SRI control panel and re-
corded the number of any trial in which
there was a track loss. After about a fifth of
the sentences, the experimenter asked a
yes/no question about the sentence just
read. Subjects answered by tapping on the
table in front of them. They were given
feedback as to whether their answer was
correct. Each reading session lasted ap-
proximately 30 min. Subjects were allowed
to release the bite bar between sentences at
any time during the experiment. Subjects
usually took one or two breaks.

Results

Before presenting the reading time re-
sults, we will briefly address two method-
ological issues. First, we will discuss the
ms/character transformation which is often
used in reading studies, and was used by
Ferreira and Clifton (1986). Second, we will
present an analysis of the landing site prob-
abilities for initial fixations across the dif-
ferent conditions in order to determine
whether the probability of initially fixating
on the crucial regions of the relative clause
was similar for the reduced and unreduced
relatives.

Milliseconds per Character (ms/char)

Many eye-tracking studies, including
Ferreira and Clifton (1986), report reading
time in ms/char in order to adjust reading
times for string length within and across
scoring regions. In Appendix B, we show
that this transformation is problematic, es-
pecially for small scoring regions. The ms/
char transformation is computed by divid-
ing the reading time for a region by the
number of characters in the region, includ-
ing spaces and punctuation. This transfor-
mation assumes that reading time is a lin-
early increasing function of the number of
characters with a value of 0 for a region
length of 0 characters. Ferreira and Clifton
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(1986) argued that the zero-intercept as-
sumption is incorrect for self-paced read-
ing, since each button-press adds a con-
stant amount to each reading time. They
recornmended an alternative procedure,
namely analyzing deviations from expected
reading times as determined by the best lin-
ear fit for reading times as a function of
character length. Appendix B shows that
the zero-intercept assumption is also incor-
rect for eye-movement data. The ms/char
transformation when applied to our data:
(a) leaves a significant amount of variance
due to string length, (b) reverses the rela-
tionship between string length and reading
time, and (c) introduces a non-linearity. For
this reason, we report analyses using unad-
justed reading times, because string length
was controlled for within regions.

First Fixation Probabilities

The design of this study calls for compar-
isons between reading times to the same
words in reduced relative clauses (e.g.,
““The evidence examined by the law-
yer . ..”’) and full relative clauses (e.g.,
“The evidence that was examined by the
lawyer . . .”’). A potential problem with
this comparison is that readers often skip
short function words (e.g., ‘‘that’’ or
“‘was’’). This can affect the landing sites
and fixation durations on subsequent words
(Trueswell et al., 1993). To determine
whether the landing sites were similar for
the reduced and unreduced relatives, first
fixation probabilities were computed for
the four words following the insertion point
(verb, “*by,” “‘the,”” and noun). The results
appear in Table 2. As can be seen in the
table, the fixation probabilities were similar
for the ambiguous and unambiguous sen-
tences. To conserve space, a complete
analysis of variance will not be reported
here. However, the analysis did not reveal
any reliable effects or interactions at any of
the positions for the sentences with ambig-
uous verbs. For the unambiguous verbs,
the effect of relative clause type was signif-
icant in the item analysis but not in the sub-
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TABLE 2

THE PROBABILITY OF A FIRST FIXATION FOR THE VERB, '‘BY,"

““THE,"”” AND THE NOUN (EXPERIMENT 1)

Relative clause type

Word Verb type NP type Reduced Unreduced A Mean

Verb Ambig. Animate .99 .96 +.03 .98
Inanimate .98 .92 +.06 .95

Mean .99 .94
Unambig. 93 .86 +.07 90
by Ambig. Animate 27 .21 +.06 .24
Inanimate 21 .20 +.01 21

Mean .24 21
Unambig. .24 .20 +.04 .22
“‘the”’ Ambig. Animate .58 .59 -.01 .59
Inanimate .56 .58 -.02 57

Mean .57 .59
Unambig. .60 .58 +.02 .59
Noun Ambig. Animate .89 .87 -.02 .88
Inanimate .85 .81 —.04 .83

Mean .87 .84
.87 .83 +.04 .85

Unambig.

ject analysis at the verb (F1(1,10) = 1.79;
F2(1,10) = 8.44, p < .05), whereas the
same effect was significant in the subject
analysis but not the item analysis at the
“by” (FI1(1,10) = 5.92, p < .05; F2(1,10) =
.60). The similarities in landing sites across
conditions make it unlikely that fixation
patterns could contribute to differences be-
tween the reduced and unreduced reading
times. Nevertheless, for the most crucial
comparisons, we will also report statistics
comparing only the sentences with reduced
relatives.

Initial Processing (First Pass
Reading Times)

Following Ferreira and Clifton (1986),
the test sentences were divided into four
scoring regions: (1) the noun phrase, e.g.,
““The defendant’’; (2) the verb, e.g., “‘ex-
amined’’; (3) the ‘‘by’’-phrase, e.g., “‘by
the lawyer’’; and (4) the first two words of
the main verb phrase, e.g., ‘‘turned out.”

When the reader’s eye position entered a
scoring region, fixation durations were con-
sidered to be part of a first pass reading if
the subject had not read the region before,
and if the subject had not already read any
of the words beyond that region. A first

pass reading time was obtained by summing
the durations of all left-to-right fixations in
a region plus any regressions made to other
points within that region. First pass reading
was considered complete when the reader
made either a regressive eye movement to a
prior region or a forward movement to a
following region (Rayner, Sereno, Morris,
Schmauder, & Clifton, 1989).

First pass reading times. Figure 1 pre-
sents first pass reading times for each of the
four scoring regions. As shown in Fig. Ia,
the semantic properties of the noun clearly
influenced reading times for sentences with
ambiguous verbs. For sentences with ani-
mate noun phrases, reduced relatives took
longer to read than unreduced relatives in
the disambiguating ‘‘by’’-phrase region.
For sentences with inanimate noun
phrases, the verb prior to the ‘‘by’’ phrase
was the only position that showed any hint
of longer reading times to reduced relatives
as compared to unreduced relatives. How-
ever, sentences with unambiguous verbs
(Fig. 1b) showed the same pattern.

Analysis of sentences with ambiguous
verbs. Subject and item first pass means for
sentences with ambiguous verbs were en-
tered into separate ANOV As with four fac-
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tors: list (four lists) or item group (four
groups), region (the verb, the ‘*by’’ phrase,
and the first two words of the main verb
phrase), animacy (animate and inanimate),
and relative clause type (reduced and unre-
duced). A separate analysis of the prior
noun phrase region showed no reliable ef-
fects or interactions and thus was not in-
cluded.

When collapsing across all conditions,
there was a reliable effect of scoring region
(F1(2,19) = 39.83, p < .01; F2(2,11) =
15.13, p < .01). (We report Hyunh-Feldt
adjusted probability levels for all effects in-
volving region, since it has more than two
levels which are not independent of one an-
other.)

ANALYSIS BY REGION. Similar ANOVAs
were conducted at each scoring region. At
the verb, reading times for all four condi-
tions were similar, resulting in no signifi-
cant effects or interactions (all Fs < I).

At the **by”’ phrase, there was a reliable
interaction between animacy and the rela-
tive clause type in the subject analysis but
not in the item analysis (F1(1,20) = 6.17, p
< .05; F2(1,12) = 2.80, p = .11). Animate
(reduced and unreduced) relative clauses
were on average 36 ms longer than the in-
animate conditions, resulting in a marginal
effect of animacy (F1(1,20) = 3.31,p < .1;
F2(1,12) = 2.68). Also, reduced relatives
were on average 41 ms longer than unre-
duced relatives, resulting in a reliable effect
of relative clause type (F1(1,20) = 3.39, p

< .1; F2(1,12) = 4.78, p < .05). The differ-
ence between reduced and unreduced rela-
tives was + 75 ms for the animates and +6
ms for inanimates, resulting in a significant
effect of relative clause type for the ani-
mates (F1(1,20) = 6.59, p < .05; F2(1,12)
= 7.23; p < .05), but not for the inanimates
(Fs < 1). We also looked at the effect of
animacy for the reduced and unreduced rel-
ative clauses separately. Animate relative
clauses were longer than inanimate relative
clauses when the clause was reduced (70
ms), but not when it was unreduced (1 ms),
resulting in a reliable effect of animacy for
reduced relatives (F1(1,20) = 8.47, p < .05;
F2(1,12) = 7.96, p < .05), but not for unre-
duced relatives (both Fs < 1).

At the first two words of the verb phrase,
reading times for all four conditions were
similar and there were no reliable effects or
interactions (all Fs < 1).

Analysis of sentences with unambiguous
verbs. Subject and item first pass means for
sentences with unambiguous verbs were
entered into separate ANOV As with three
factors: list (two lists) or item group (two
groups), region (the verb, the ‘‘by’” phrase,
and the first two words of the main verb
phrase), and relative clause type (reduced
and unreduced). The ambiguous sentence
types had four sentence conditions,
whereas the unambiguous sentence types
had only two conditions. Thus, the same
unambiguous sentence items within a con-
dition were repeated in one of the other
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lists; resulting in two lists for these condi-
tions. A separate analysis of the prior noun
phrase region showed no reliable effects or
interactions, and thus was not included.
(One subject was not included in the
ANOVA because he or she consistently
skipped over the verb during first pass
reading in the unambiguous conditions.)
When collapsing across both conditions,
there was a reliable effect of scoring region
(F1(2,20) = 55.67, p < .01; F2(2,9) =
21.34, p < .01). ANOVAs were also per-
formed at each scoring region. There were
no reliable effects or interactions at any of
these positions.

Reprocessing Effects (Second Pass
Reading Times)

Figure 2 presents second pass reading
times in milliseconds for each of the four
scoring regions. Second pass reading times
reflect any re-reading of these regions. As
shown in Fig. 2a, the semantic properties of
the noun clearly influenced reading times
for sentences with ambiguous verbs. For
sentences with animate noun phrases, re-
duced relatives took longer to read than
unreduced in all four regions, indicating
that subjects often reread these regions in
the reduced condition. For sentences with
inanimate noun phrases, the verb prior to
the **by’’-phrase was the only position that
showed longer reading times to reduced rel-
atives as compared to unreduced. Again,
sentences with unambiguous verbs (Fig.
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2b) showed a pattern similar to the ambig-
uous inanimate conditions. Reduced rela-
tives were slightly longer than unreduced
relatives at the verb region.

Analysis of sentences with ambiguous
verbs. Subject and item second pass means
for sentences with ambiguous verbs were
entered into separate ANOVAs with four
factors: list (four lists) or item group (four
groups), region (the noun phrase, the verb,
the ‘‘by’’-phrase, and the first two words of
the main verb phrase), animacy (animate
and inanimate), and relative clause type (re-
duced and unreduced).

When collapsing across all four regions,
there was a marginal interaction between
animacy and type of relative clause
(F1(1,20) = 3.82, p < .1; F2(1,12) = 3.03,
p < .1). In total, second pass reading times
were 178 ms longer for animate conditions
as compared to the inanimate conditions,
resulting in a significant effect of animacy
(F1(1,20) = 7.91, p < .05; F2(1,12) =
14.94, p < .05). Overall, reduced relatives
were 201 ms longer than unreduced rela-
tives, resulting in a reliable effect of relative
clause type (F1(1,20) = 13.29, p < .05;
F2(1,12) = 7.37, p < .05). The total differ-
ence between reduced and unreduced rela-
tives was +326 ms for the animates and
+75 ms for the inanimates, resulting in a
reliable effect of relative clause type for the
animates (F1(1,20) = 8.74, p < .01;
F2(1,12) = 9.19, p < .05), but not for the
inanimates (F1(1,20) = 2.64; F2(1,12) =

300
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.07). We also looked at the effect of ani-
macy separately for the reduced and unre-
duced relatives. The total difference be-
tween animate and inanimate conditions
was +303 ms for reduced relatives com-
pared to +52 ms for unreduced relatives,
resulting in a significant effect of animacy
for the reduced relatives (F(1,20) = 6.78, p
< .05; F2(1,12) = 9.40, p < .01), but not for
the unreduced relatives (both Fs < 1).

ANALYSIS BY REGION. Similar ANOV As
were conducted at each scoring region. To
conserve space, we will only report analy-
ses from the verb and the **by’’-phrase. Ef-
fects similar to those reported for the *‘by”’
phrase were found in the first and last re-
gions, although some effects only ap-
proached significance.

At the verb, the interaction between ani-
macy and type of relative clause was not
significant (F1(1,20) = 2.36; F2(1,12) =
2.94). Animate relative clauses were on av-
erage 45 ms longer than the inanimate con-
ditions, resulting in a significant effect of
ani~acy in the subject analysis but not the
item analysis (F1(1,20) = 6.39, p < .05;
F2(1,12) = 2.50). Also, reduced relatives
were 80 ms longer than unreduced rela-
tives, resulting in a reliable effect of relative
clause type (F1(1,20) = 12.74, p < .0l;
F2(1,12) = 14.10, p < .01). Simple effects
revealed a reliable effect of relative clause
type when the preceding noun was animate
(F1(1,20) = 7.83, p < .05; F2(1,12) =
10.37, p < .01). This same effect was only
reliable in the subject analysis when the
preceding noun was inanimate (F1(1,20) =
5.53, p < .01, F2(1,12) = .85).

At the “‘by’’-phrase, there was a reliable
interaction between animacy and the type
of relative clause (F1(1,20) = 4.26, p = .05;
F2(1,12) = 4.86, p < .05). Animate relative
clauses were on average 69 ms longer than
the inanimate conditions, resulting in a sig-
nificant effect of animacy (F1(1,20) = 7.20,
p < .05; F2(1,12) = 9.52, p < .05). Also,
reduced relatives were on average 60 ms
longer than unreduced relatives. This effect
of relative clause type was marginal in the
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item analysis, and not significant in the sub-
ject analysis (F1(1,20) = 2.64; F2(1,12) =
3.81, p < .1). The difference between the
reduced and unreduced relatives was + 118
ms for the animates and +1 ms for the in-
animates, resulting in a significant effect of
relative clause type when the preceding
noun was animate (F1(1,20) = 5.15, p <
.05; F2(1,12) = 8.01, p < .05), but not when
it was inanimate (F's < 1). The difference
between the animate and inanimate condi-
tions was + 127 ms for the reduced rela-
tives and + 10 ms for the unreduced rela-
tives. resulting in a significant effect of an-
imacy for reduced relative clauses (F1(1,20)
= 6.96, p < .05; F2(1,12) = 12.35, p < .01),
but not for unreduced relative clauses (Fs
< 1).

Analysis of unambiguous verbs. Subject
and item second pass means for sentences
with unambiguous verbs were entered into
separate ANOVAs with three factors: list
(two lists) or item group (two groups), re-
gion (the noun phrase, the verb, the ‘‘by’’-
phrase, and the first two words of the main
verb phrase), and relative clause type (re-
duced and unreduced). When collapsing
across all four regions, there were no reli-
able effects or interactions (all Fs < 1). The
only reliable effects at any position oc-
curred at the verb. At this position, there
was a reliable effect of relative clause type,
but only in the subject analysis (F1(1,22) =
9.57, p < .01; F2(1,10) = .40).

Discussion

The results provide clear evidence that
semantic constraints had immediate effects
on ambiguity resolution. Reduced relative
clauses with animate nouns had longer first
and second pass reading times compared to
their unreduced counterparts and com-
pared to reduced relatives with inanimate
nouns. Reduced relatives with inanimate
nouns had similar first pass reading times to
their unreduced counterparts. There was
some suggestion that second pass reading
times were slightly longer at the verb for
reduced relatives with inanimate nouns
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compared to unreduced relatives, however,
the same pattern occurred for the stimuli
with unambiguous verbs.

The hint of some difficulty with the inan-
imates might be taken as evidence that the
garden path was not completely eliminated.
Recall, however, that for a constraint-
based system, it is the semantic fit of the
first noun phrase as the Agent or the Pa-
tient/Theme of the verb rather than ani-
macy per se that is crucial. We will return
to this issue in the discussion of Experi-
ment 2. To anticipate, the difficulty with
inanimates varies across items and reflects
differences in the degree to which particu-
lar inanimate nouns were poor Agents and
good Patients or Themes for the verbs they
were paired with.

EXPERIMENT 2

The purpose of this experiment was to
replicate the results of Experiment 1. In ad-
dition, we made three potentially important
changes. First of all, we used mostly new
target sentences in which semantic con-
straint was established empirically rather
than by the experimenter intuition. We
modified sentences that Burgess (1991) had
constructed using completion norms. Bur-
gess had subjects complete noun/verb se-
quences, such as ‘““The evidence examin-
ed. ...” He then constructed sentences
with animate nouns that typically resulted
in main clause completions and sentences
with inanimate nouns that typically resulted
in relative clause completions. Second, we
used fewer relative clauses in the experi-
ment in order to reduce any possible set
effects. We eliminated the conditions with
morphologically unambiguous verbs. Al-
though these conditions provided important
information in Experiment 1, they in-
creased the total number of sentences with
relative clauses, and perhaps more impor-
tantly, increased the number of sentences
with reduced relatives that began with in-
animate nouns. We also presented two sen-
tences on each trial, with the test sentence
always occurring first. Ferreira and Clifton
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(1986) had used this procedure. Finally, we
presented the sentences in mixed case
rather than in upper case. It is possible that
upper case presentation enhanced context
effects because word recognition is slower
than it is with mixed case presentation.

Method
Subjects

Twenty students from the University of
Rochester participated in the experiment.
Subjects were paid $7 for 1 h of their time.
All subjects were native English speakers
with uncorrected vision.

Equipment

The equipment and laboratory set up
were the same as Experiment 1, with the
following exceptions. For all subjects, the
right eye position was monitored. A Mac-
intosh I computer equipped with an analog
to digital converter board was used to col-
lect data. The track loss signal from the eye
tracker was collected on a third channel.
Sampling of all three channels occurred ev-
ery millisecond. The start time and end
time of any track loss were stored for each
trial. Stimuli were displayed on a 13-in. Ap-
pleColor High Resolution RGB monitor.

Materials

Sixteen sentences with morphologically
ambiguous verbs were generated that were
similar (and in some cases identical) to
those used in the previous experiment.
Verbs and nouns were selected from the
Burgess (1991) sentence completion norms.
In the Burgess study, subjects generated
sentence completions to noun phrase-verb
pairs (e.g., '‘The defendant exam-
ined . . .”’). All animate noun phrases in
this study had 100% main clause sentence
completions when paired with a particular
verb (e.g., **The defendant examined . . .”’
was completed as a main clause 100% of the
time). All inanimate noun phrases had no
more than 30% main clause completions
when paired with the same verb (e.g., ““The
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evidence examined . . .”” had a 20% main
clause completion rate). Appendix A pre-
sents a list of the stimuli and the completion
percentages. Each trial consisted of reading
two sentences. The second sentence was a
natural continuation of the story estab-
lished by the first sentence. Trials contain-
ing a target sentence always began with the
target sentence.

Animate unreduced sentences in this
study used ‘“‘who was’’ instead of ‘‘that
was’’ (e.g., *‘'The defendant who was exam-
ined by . ..”"). We made this change be-
cause of concerns about the naturalness of
“that’’ as a relative pronoun for the ani-
mate noun phrases. Inanimate unreduced
conditions used ‘‘that was”’ as in the previ-
ous experiment.

Four presentation lists were constructed
by combining the 16 target sentence pairs
with 44 distractor sentence pairs. Each test
sentence was followed by at least one dis-
tractor sentence. The distractor sentences
contained a variety of sentence types in-
cluding sentences with verbs used in the
past tense. The four sentence types were
rotated through the four lists. Each subject
was presented with five practice sentences
and one of the four lists.

Procedure

The procedure was the same as Experi-
ment 1, with the following exceptions. The
subject’s eyes were approximately 64 cm
from the screen. All sentences appeared in
mixed case in Courier fourteen point font.
The visual angle of each character was ap-
proximately 12 minutes of arc, still allowing
for one character resolution from the eye-
tracker position signals. Each trial con-
sisted of the presentation of the sentence
pair. Each line contained no more than 65
characters, and all the scoring regions ap-
peared on the first line of text. The Macin-
tosh mouse button was used instead of a
button box. Comprehension questions ap-
peared after about a third of the trials. Sub-
jects responded by moving a mouse arrow
into a YES or NO box and clicking the
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mouse¢ button. Subjects were given feed-
back via the computer. The experimenter
did not record track losses since the com-
puter did this automatically. Finally, a line
trace was drawn out, instead of a moving
cross hair, to determine the accuracy of the
eyetracker between trials.

Results

The reading time results are divided into
three sections: first fixation probabilities,
initial processing effects (first pass reading
times), and reprocessing effects (second
pass reading times).

First Fixation Probabilities

First fixation probabilities were deter-
mined for the verb and each word after the
verb (Table 3). As can be seen in the table,
fixation probabilities showed little or no dif-
ferences. To conserve space, a complete
analysis of variance will not be presented.
However, at each word position, none of
the possible effects or interactions were sig-
nificant or approached significance. As in
the previous study, the lack of reliable dif-
ferences in fixation probabilities makes it
unlikely that first pass reading times were
contaminated by changes in landing sites.
Nevertheless, for the most crucial compar-

TABLE 3
THE PROBABILITY OF A FIRST FIXATION FOR THE
VERB, “'BY,”” “"THE,”” AND THE NOUN
(EXPERIMENT 2)

Relative
clause type

Word NP type Reduced Unreduced A Mean

verb Animate .98 92 + .06 95
Inanimate .89 92 -.03 91
Mean .94 9

by’ Animate .26 .26 .00 .26
Inanimate .37 24 +.13 .31
Mean .32 25

“the’  Animate .60 .69 -.09 .65
Inanimate .60 .58 +.02 .69
Mean .60 .64

noun Animate .86 .86 .00 .86
Inanimate .89 91 -.02 90

Mean .88 .89
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isons, we will also report statistics compar-
ing only the sentences with reduced relative
clauses.

Initial Processing Effects (First Pass
Reading Times)

The test sentences were divided into four
scoring regions: (1) the noun phrase, e.g.,
““The defendant’’; (2) the verb, e.g., ‘‘ex-
amined’’; (3) the ‘“*by’’-phrase, e.g., ‘‘by
the lawyer’’; and (4) the first two words of
the main verb phrase, e.g., "‘turned out.”

Figure 3 presents first pass reading times
in milliseconds for each of the four scoring
regions. The same data pattern obtained as
in the first experiment. Reduced relatives
took longer to read than unreduced rela-
tives in the disambiguating *‘by’’-phrase re-
gion when the preceding noun phrase was
animate, but not when it was inanimate.

Subject and item first pass means were
entered into separate ANOVAs with four
factors: list (four lists) or item group (four
groups), region (the verb, the '‘by’’-phrase,
and the first two words of the main verb
phrase), animacy (animate and inanimate),
and relative clause type (reduced and unre-
duced).! When collapsing across all three
regions, reduced relatives were in total 87
ms longer than unreduced relatives, result-
ing in a reliable effect of relative clause type
(FI(1,16) = 6.72, p < .05; F2(1,12) =
12.82, p < .01). Animate conditions were in
total 90 ms longer than inanimate condi-
tions, resulting in an effect of animacy that
was significant in the subject analysis and
marginal in the item analysis (F1(1,16) =
9.58, p < .01; F2(1,12) = 4.23, p < .1). The
interaction between these two effects was
not significant (Fs < 1). There was also a

! First pass reading times to the initial noun phrase
were excluded from the analysis. However, ANOVAs
including this region revealed a reliable effect of Ani-
macy in the subject analysis but not the item analysis
(F1(1,16) = 5.90, p < .05; F2(1,12) = 1.52). This ef-
fect is likely to be a string length effect, since inani-
mate nouns were slightly longer than animate nouns in
this experiment.
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reliable effect of scoring region (F1(2,15) =
29.02, p < .01; F2(2,11) = 22.01, p < .01).

Analysis by region. Similar ANOVAs
were conducted at each scoring region. At
the verb, reading times were similar for all
four conditions and there were no signifi-
cant effects or interactions.

At the “*by’’-phrase, the interaction be-
tween animacy and relative clause type ap-
proached significance in the subject analy-
sis, but not the item analysis (FI1(1,16) =
3.13, p < .1; F2(1,12) = 1.99). Animate rel-
ative clauses were on average 67 ms longer
than the inanimate conditions, resulting in a
significant effect of animacy (F1(1,16) =
7.97, p < .05; F2(1,12) = 5.27, p < .09).
Also, reduced relatives were 79 ms longer
than unreduced relatives, resulting in a re-
liable effect of relative clause type (F1(1,16)
= 13.60, p < .01; F2(1,12) = 16.10, p <
.01). The difference between reduced and
unreduced relatives was + 128 ms for the
animates and +29 ms for the inanimates,
resulting in a significant effect of relative
clause type when the preceding noun
phrase was animate (F1(1,16) = 9.01, p <
.01; F2(1,12) = 6.73, p < .05), but not when
it was inanimate (F1(1,16) = 1.85; F2(1,12)
= 1.18). The difference between animate
and inanimate conditions was + 116 ms for
the reduced relatives and + 17 ms for the
unreduced relatives, resulting in a signifi-
cant effect of animacy when the relative
clause was reduced (F1(1,16) = 6.84, p <
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.05; F2(1,12) = 4.49, p = .05), but not
when it was unreduced (Fs < 1).

At the first two words of the verb phrase,
there was an effect of animacy that was sig-
nificant only in the subject analysis
(F1(1,16) = 7.22, p < .05; F2(1,12) = 2.86).
No other effects or interactions were signif-
icant (all Fs < 1).

Reprocessing Effects (Second Pass
Reading Times)

Figure 4 presents second pass reading
times in milliseconds for each of the four
scoring regions. As shown in the figure, a
similar data pattern obtained as in the first
experiment. For sentences with animate
noun phrases, reduced relatives took longer
to read than unreduced in all four regions,
indicating that subjects often re-read these
regions in the reduced condition. For sen-
tences with inanimate noun phrases, the
noun phrase and the verb prior to the “‘by’’-
phrase were the only positions that showed
longer reading times to reduced relatives
compared to unreduced. The only result in
the present study which was clearly differ-
ent from the previous study was that the
unreduced sentences showed longer second
pass reading times in the ‘‘by’’-phrase re-
gion for the animate condition as compared
to the inanimate condition.

Subject and item second pass means for
sentences with ambiguous verbs were en-
tered into separate ANOV As with four fac-
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tors: list (four lists) or item group (four
groups), region (the noun phrase, the verb,
the *‘by’’-phrase, and the first two words of
the main verb phrase), animacy (animate
and inanimate), and relative clause type (re-
duced and unreduced). When collapsing
across all of four regions, the ANOVA re-
vealed a marginal interaction between ani-
macy and the type of relative clause
(F1(1,16) = 3.89, p < .1; F2(1,12) = 4.25,
p < .1). In total, animate conditions were
344 ms longer than inanimate conditions,
resulting in a significant effect of animacy
(F1(1,16) = 28.80, p < .01; F2(1,12) =
7.72, p < .05). Reduced relatives were in
total 181 ms longer than unreduced rela-
tives, resulting a significant effect of rela-
tive clause type (F1(1,16) = 5.08, p < .05;
F2(1,12) = 8.29, p < .05). There was also a
significant effect of scoring region (F1(3,14)
= 7.35, p < .01; F2(3,10) = 8.87, p < .01).
The total difference between reduced and
unrecuced relatives was +350 ms for ani-
mates and + 11 ms for inanimates, resulting
in a significant effect of relative clause type
when the preceding noun was animate
(FI(1,16) = 6.02, p < 0.05; F2(1,12) =
6.92, p < .05), but not when it was inani-
mate (Fs < 1). The total difference between
animate and inanimate conditions was
+513 ms for reduced relatives and + 174
ms for unreduced relatives, resulting in a
significant effect of animacy when the rela-
tive clause was reduced (F1(1,16) = 29.31,
p < .01; F2(1,12) = 9.42, p < .01), but not
when it was unreduced (FI1(1,16) = 2.11;
F2(1,12) = 1.00).

Analysis by region. Similar ANOVAs
were conducted at each scoring region. To
conserve space, we will only report analy-
ses from the verb and the ‘‘by’’-phrase.

At the verb, the interaction between ani-
macy and type of relative clause was not
significant (Fs < 1). Animate conditions
were 62 ms longer than inanimate condi-
tions, resulting in a significant effect of an-
imacy in the subject analysis but not in the
item analysis (FI1(1,16) = 5.97, p < .0S;
F2(1,12) = 2.32). Reduced relatives were
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51 ms longer than unreduced relatives, re-
sulting in a significant effect of relative
clause type in the item analysis but not in
the subject analysis (F1(1,16) = 2.45;
F2(1,12) = 5.01, p < .05). Simple effects
revealed the effect of relative clause type to
be unreliable when the preceding noun was
animate (F1(1,16) = 2.66; F2(1,12) = 3.16),
and when it was inanimate (Fs < 1).

At the “*by”’-phrase, there was a mar-
ginal interaction between animacy and type
of relative clause (F1(1,16) = 3.82, p < .1;
F2(1,12) = 3.96, p < .1). Animate condi-
tions were 172 ms longer than inanimate
conditions, resulting in a reliable effect of
animacy (FI1(1,16) = 33.64, p < .01,
F2(1,12) = 11.06, p < .01). Reduced rela-
tives were 64 ms longer than unreduced rel-
atives, resulting in a marginal effect of rel-
ative clause type (F1(1,16) = 4.00, p < .1;
F2(1,12) = 3.01, p = .1). The difference
between reduced and unreduced relatives
was + 140 ms for the animates and — 12 ms
for the inanimates, resulting in an effect of
relative clause type which was reliable in
the subject analysis and marginal in the
item analysis when the preceding noun was
animate (F1(1,16) = 4.63, p < .05; F2(1,12)
= 4.28, p < .1), and not significant when
the noun was inanimate (Fs < 1). The dif-
ference between animate and inanimate
conditions was + 248 ms for reduced rela-
tives and +96 ms for unreduced relatives,
resulting in a significant effect of animacy
for the reduced relative clauses (F1(1,16) =
23.81, p < .01; F2(1,12) = 13.99, p < .01),
and a marginal effect of animacy in the sub-
ject analysis for the unreduced relatives
(F1(1,16) = 4.08, p < .1; F2(1,12) = 1.63).

Discussion

The most important results from Experi-
ment 1 were replicated. Readers again had
more difficulty reading sentences with re-
duced relative clauses when they began
with animate nouns than when they began
with inanimate nouns. In addition, reading
times to reduced relatives with inanimate
nouns were not reliably longer than reading
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times to control sentences with full rela-
tives. However, the interaction between
animacy and the type of relative clause was
not reliable at the ‘‘by’’-phrase, although
the size of the interaction was similar to
Experiment 1. The most likely explanation
is that the data from this experiment were a
bit noisier because we tested fewer subjects
than in Experiment 1. This would suggest
that an analysis that combined first pass
reading times from the two experiments
would produce a more robust interaction.
In fact this was the case. At the ‘‘by’’-
phrase, there was a reliable interaction be-
tween animacy and type of relative clause
in both the subject and item analysis
(F1(1,42) = 7.68, p < .01; F2(1,25) = 4.42,
p < .05). (In the item analysis, we averaged
scores for the six items used in both exper-
iments, which is why there are 25 rather
than 31 degrees of freedom.)

Even though the pattern of results across
both experiments clearly indicates that an-
imacy had immediate effects on ambiguity
resolution, there were suggestions that
readers experienced slight difficulties for at
least some of the reduced relative with in-
animate nouns. First pass reading times for
these sentences were a little longer at the
verb and at the prepositional phrase com-
pared to the full relatives, though these dif-
ferences never approached significance. In
addition, the interaction between animacy
and relative clause type was somewhat
weaker in the item analysis for each exper-
iment than in the subject analysis. The
same pattern held for the combined analy-
sis. This suggests that the items might have
varied along a dimension that was related to
ambiguity resolution.

Correlations with Semantic Fit

Earlier, we pointed out that from a con-
straint-based perspective, the strongest se-
mantic constraints in support of a reduced
relative clause would come from nouns
which were both poor Agents and good Pa-
tients or Themes. In a system in which both
the main clause and reduced relative struc-
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tures are partially activated, a noun with
both of these properties would simulta-
neously provide strong evidence against
the main clause structure and in favor of the
reduced relative structure. In both experi-
ments, we selected inanimate nouns which
were poor Agents for their respective am-
biguous verbs. However, we did not at-
tempt to equate the inanimate nouns for
goodness of fit as a Patient or Theme. In
fact, the materials did vary along this di-
mension. They were subsequently rated as
part of a large norming project, with the
norms collected at the University of South-
ern California by Maryellen MacDonald
and Neal Pearlmutter in collaboration with
the second author, Ken McRae and
Michael Spivey-Knowlton. A total of 107
subjects rated the typicality of the Patient/
Theme relation for each individual verb/
noun pair by rating a question such as
‘*‘How typical is it for evidence to be exam-
ined by someone?’’ on a 7-point scale with
1 as not typical at all and 7 as very typical.
Subjects made similar ratings for typicality
of the inanimate noun as the Agent of the
verb. The mean ratings for the inanimate
nouns are presented in Appendix A. The
ratings confirmed that the inanimate nouns
were nearly always poor Agents. The mean
Agent rating was 1.4, Only a few items had
Agent ratings higher than 2.0. However,
there was quite a bit of variability in the
Patient Typicality ratings as shown in Ta-
ble 4.

In order to see whether the typicality of
the noun as the semantic object (Patient or
Theme) of the verb influenced ambiguity
resolution, we conducted a series of step-
wise linear regressions. We conducted sep-
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arate analyses at each scoring region using
the first and second pass reading time data
for the sentences with inanimate nouns.
For each position, reading times for the
unreduced sentences were first entered into
the regression to predict the reading times
for the corresponding sentences with re-
duced relatives. Then, Patient/Theme typi-
cality ratings were entered into the regres-
sion to determine the extent to which they
accounted for the remaining variance.

Correlations for Experiment 1. As shown
in Table 5, the regressions revealed signifi-
cant negative correlations with typicality
ratings for first pass reading times at the
“‘by’’-phrase (R = —.51, F(1,13) = 4.62, p
< .05) and second pass reading times at
both the initial noun phrase (R = —.52,
F(1,13) = 4.82, p < .05) and the ambiguous
verb (R = —.56, F(1,13) = 5.89, p < .03).
In addition, suggestive but non-significant
negative correlations were found for first
pass reading times at the ambiguous verb
and second pass reading times at the final
two positions. These negative correlations
are consistent with immediate but graded
use of semantic constraints; i.e., when se-
mantic constraints were most consistent
with a relative clause interpretation (high
Patient typicality ratings) processing diffi-
culty was reduced.

The conditions with morphologically un-
ambiguous verbs in Experiment 1 provide
an important control. If the correlations
with typicality are really reflecting ambigu-
ity resolution, then typicality should not
predict reading times for the reduced rela-
tive clauses with morphologically unambig-
uous verbs. In fact, there were no signifi-
cant correlations in either the first pass or

TABLE 4
MEAN PATIENT TYPICALITY RATINGS FOR INANIMATE NOUNS, ON A SCALE OF | (NoT TypicaL) TO 7 (VERY
TypicAL) (RANGE IN PARENTHESES)

Experiment
Experiment 1 Ambiguous
Unambiguous
Experiment 2 Ambiguous

Agent typicality

1.6 (1 to 5.2)

Patient/theme typicality

1.4 (1to02.2) 4.7 (l.8utou6A.5)
1.7 (1.1 t0 3.8) 5.8(1.8106.5)
5.7 (4.1 10 6.6)
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TABLE §
PARTIAL CORRELATIONS BETWEEN “‘PATIENT TYPICALITY”’ RATING AND VARIANCE LEFT AFTER
PREDICTING INANIMATE REDUCED READING TIMES FROM INANIMATE UNREDUCED READING TIMES AT
EACH SCORING REGION

Region
Exp. RT *‘The evidence”’ “‘examined”’ by the lawyer™’ “‘turned out”’
Exp. 1 Fpass — R=-4,p=.12 R=-51,p<.05 —
Spass R=-52,p<.05 R=-56,p<04 R=-40,p=.15 R= -38,p=.17
Exp.2  Fpass — R=-45p<.1 R=-57,p<.03 R=-S5l,p=.05
Spass — — — —

second pass reading times for these condi-
tions (all Fs < 1, except for first pass read-
ing times at the ‘‘by’’-phrase and the final
region, where there were weakly positive
correlations (R = .53, F(1,9) = 3.43and R
= .45, F(1,9) = 2.29, respectively).
Correlations for Experiment 2. As is
shown in Table 5, regressions on the read-
ing times for Experiment 2 revealed signif-
icant negative correlations with typicality
ratings, but with a slightly different pattern.
A reliable negative correlation was found
for first pass times at the *‘by’’-phrase (R =
—.57, F(1,13) = 6.25, p < .05). Also, mar-
ginally significant negative correlations
were found for first pass times at both the
ambiguous verb (R = —.45, F(1.13) =
3.31, p < .1) and the final regions (R =
—.51, F(1,13) = 4.50, p = .05). No other
positions showed significant correlations.
Typicality ratings for these stimuli had a

smaller range than the ratings for Experi-
ment 1, and therefore may have reduced
the likelihood of finding reliable correla-
tions.

Comparisons of strong and weak seman-
tic fit. The results presented here demon-
strate that the semantic constraints pro-
vided by the noun have immediate effects
on ambiguity resolution. In order to illus-
trate this more clearly, we used the typical-
ity ratings to select those items that have
the strongest semantic constraints, that is,
those inanimate nouns that are both poor
Agents and good Patients/Themes. Four-
teen of the 26 items met the criterion of
having an Agent rating less than 2.0 and a
Patient rating greater than 5.0. Figure 5a
plots the reduction effect (reading times to
the reduced relative minus the reading
times to the unreduced relative) for first
pass reading times at the verb and the
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Fi1G. 5. Mean first pass ‘‘reduction’ effects (reduced relative relatives minus unreduced relatives)
for the verb and the “*by'’-phrase. Positive numbers indicate increases in processing difficulty for the
reduced relative. (a) Inanimate nouns with weak semantic fit and strong semantic fit as compared to
unambiguous controls. (b) Inanimate nouns with weak semantic fit as compared to the animate nouns.
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*‘by’’-phrase for both the more constrain-
ing inanimate items (filled squares) and the
remaining twelve inanimate items, which
were less constraining (filled triangles). As
can be seen in the figure, the less constrain-
ing items show increases in processing dif-
ficulty at both positions (+44 and +46 ms,
respectively), whereas the more constrain-
ing items show little or no increases at ei-
ther position (+7 and —9 ms). In fact, the
more constraining items show a pattern
very similar to the morphologically unam-
biguous verbs (plotted as open squares),
which are + 7 ms at the verb and — 20 ms at
the ““by’’-phrase. When semantic con-
straints are strongest, reduced relatives
with ambiguous and unambiguous verbs be-
have similarly.

Finally, Fig. 5b replots the less constrain-
ing inanimates (filled triangles) and com-
pares them with the animate noun condition
(open triangles). At the verb, there is pro-
cessing difficulty for the inanimates but not
the animates. Then, at the "‘by’’-phrase,
both show some processing difficulty. This
is similar to the first pass data pattern re-
ported in Ferreira and Clifton (1986). Fer-
reira and Clifton (1986) interpreted this pat-
tern as support for the delayed use of se-
mantic information. They argued that
readers were initially aware that the inani-
mates were poor Agents of the verb, but
could still not use this information to avoid
a syntactic misanalysis. However, the re-
sults for the more constraining items (Fig.
S5a) show that these items fall at one end of
a continuum of semantic constraint. The
fact that the Ferreira and Clifton’s (1986)
items behave similarly to our less con-
straining items is not surprising, given that
their semantic manipulation was relatively
weak.

GENERAL DISCUSSION

The experiments reported here demon-
strate that a strong local semantic con-
straint, the semantic fit of a noun to poten-
tial argument positions, had immediate ef-
fects on syntactic ambiguity resolution for
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reduced relative clauses. In addition, cor-
relations with typicality ratings showed that
the effects of the semantic constraint were
related to the strength of the constraint. In
order to provide a clearer framework for
discussing the results, we will outline an
evidential model of syntactic ambiguity res-
olution, focusing on the relative clause am-
biguity. The model is similar in spirit to re-
cent proposals developed independently by
MacDonald and colleagues (e.g., MacDon-
ald, 1992, 1993; Pearlmutter & MacDonald,
1992).

The principles that underlie the approach
are simple. Structures are partially acti-
vated with the strength of activation depen-
dent upon their likelihood given the input.
The effects of a contextual constraint will
depend upon its strength and the availabil-
ity of the alternative structures. To a first
approximation, these are the same factors
that are important for lexical ambiguity res-
olution (MacDonald, 1993; Tabossi et al., in
press; Tanenhaus, Dell, & Carlson, 1987).
Syntactic and lexical ambiguity resolution
are viewed as similar and interrelated pro-
cesses because many syntactic ambiguities
depend upon lexical ambiguities. This be-
comes particularly clear when one takes
into account the alternatives provided by
aspects of combinatory lexical information
such as argument structure (see Tanenhaus
& Carlson, 1989; Tanenhaus et al., 1989;
Tanenhaus, Garnsey, & Boland, 1991).

The main clause/relative clause ambigu-
ity hinges upon a morphological ambiguity
betwezn a past-tense form and a passive
participial form. Consider the evidence that
the processing system would receive when
it encounters the ambiguous verb in the
context of a noun phrase. We will assume
that the ambiguous verb will provide partial
evidence/activation for both the past tense
and participial forms, with the strength of
the evidence determined by relative fre-
quency (Burgess & Hollbach, 1988;
Tabossi et al., in press). The question of
how to calibrate frequency for lexical/
structural ambiguity is just beginning to be
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explored (Hindle & Rooth, 1990; MacDon-
ald, 1993; Mitchell & Cuetos, 1991; Tanen-
haus & Juliano, 1992; Juliano, Trueswell, &
Tanenhaus, 1992; Trueswell, Tanenhaus, &
Kello, 1993). However, to a first approxi-
mation it appears that frequency is deter-
mined by the specific lexical item (i.e., how
frequent the past-tense and participial
forms are for the particular verb) condition-
alized on the frequency of the syntactic cat-
egory in the syntactic environment (Juliano
& Tanenhaus, 1992). Preliminary corpus
analyses indicate that at the beginning of a
sentence, a morphologically ambiguous
verb that follows a noun phrase is far more
likely to be a past tense verb in a main
clause than a passive participial in a re-
duced relative clause (Tabossi et al., in
press). Thus at the verb, there will be a
clear frequency-based bias in favor of the
past tense/main clause structure, though
the participial/relative clause structure will
also be partially activated. In addition, we
will assume that verb forms activate the set
of thematic/conceptual roles associated
with the verb and their corresponding syn-
tactic-mappings (Carlson & Tanenhaus,
1988; Cottrell, 1988; McClelland &
Kawamoto, 1986; Pearlmutter & MacDon-
ald, 1992; Tanenhaus, Carlson, & Trues-
well, 1989). Thematic assignment is imme-
diate, with the thematic fit of a potential
argument evaluated with respect to the ac-
tive alternatives.

When there is a good thematic fit be-
tween the noun and the Agent role (‘*The
defendant examined . . .”’), the main
clause structure will be further supported
and the reduced relative structure will be
only weakly activated. Under these condi-
tions, readers will experience difficulty
when they encounter a ‘‘by’’-phrase that is
inconsistent with a main clause. In con-
trast, when the noun is a poor Agent and a
good Patient (‘*‘The evidence exam-
ined . . .”"), thematic fit will provide posi-
tive evidence for the relative clause and
negative evidence for the main clause. In
this case, one would expect to find less pro-
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cessing difficulty when readers encounter
the “‘by’’-phrase. Whether there is any re-
sidual difficulty will depend upon the
strength of the semantic constraint and the
relative availability of the past tense and
participial forms. This is exactly what we
found at the ‘*by’’ phrase. Animate nouns
which strongly support a main clause read-
ing showed increased processing difficulty.
Inanimate nouns which strongly supported
a relative clause interpretation showed no
processing difficulty compared to unambig-
uous controls, whereas there was still some
difficuity with the less constraining inani-
mates.

The data pattern at the preceding ambig-
uous verb is also explained by this account.
Eye movement research has demonstrated
that reading times to semantically ambigu-
ous words which have two equiprobable
meanings are longer when prior context is
neutral or only weakly biasing as compared
to when context strongly biases one mean-
ing. Reading times for an ambiguous word
are also longer when context supports the
subordinate rather than the dominant
meaning (Duffy, Morris, & Rayner, 1986;
Rayner, Pacht, Sereno, & Duffy, 1991; see
also Rayner & Polletsek, 1987).

As we pointed out earlier, in an NP V
context, there is a large frequency asymme-
try in favor of the past tense/main clause,
making the past tense the dominant alter-
native and the participle the subordinate al-
ternative. Thus, one might expect to see
difficulty at the verb when a noun is a poor
Agent, even when it is also a good Theme.
This would be an example of a context bi-
asing a subordinate alternative. However,
this does not take into account the effects of
parafoveal information on availability. The
first fixation data that we presented earlier
demonstrated that readers rarely fixated on
the ‘‘by,’’ indicating that it was read
parafoveally during fixations on the verb. It
is likely that this would have increased the
availability of the participial/relative clause
structure, making the situation more like
that of an ambiguous word with two equally
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frequent senses. Note, however, that the
word ‘“‘by”’ is itself ambiguous and it is not
necessarily inconsistent with a past tense/
main clause. Tabossi et al. (in press) show
that “‘by’’ following an NP V is frequently
taken to be a manner or a locative preposi-
tion in a main clause when the noun is a
good Agent, but it is nearly always taken to
be an agentive preposition in a relative
clause when the noun is a poor Agent.
Thus, elevations at the verb for weakly bi-
asing inanimates are simply an ambiguity
effect related to the nature of the context.
Recent work by Burgess (1991, Burgess
& Tanenhaus, in preparation) provides
important empirical support for some of
our conjectures about the importance of
parafoveal support. Burgess conducted two
self-paced reading studies using the materi-
als that we modified slightly for Experiment
2. In one study, the sentences were pre-
sented one word at a time. In the other
study they were presented two words at a
time, with the verb and *‘by’’ presented to-
gether (e.g., /The evidence/ examined by/
. . .). Burgess found immediate effects of
animacy with two-word presentation, but
not with one-word presentation. Thus
strongly biased nouns had immediate ef-
fects only when there was parafoveal sup-
port for the less frequent participial form.
At this point, we have identified two fac-
tors that should affect ambiguity resolution
for reduced relative clauses, the strength of
the contextual bias as determined by the
semantic fit of the noun and the availability
of the past tense and participial forms. Un-
der conditions where there is a strong se-
mantic constraint in favor of a strongly ac-
tivated alternative, there will be no diffi-
culty, i.e., no ambiguity effect. However,
ambiguity effects will be observed when the
constraint is weak or when the biased alter-
native is initially less active. Subsequent in-
put that is inconsistent with the more active
alternative structure will lead to increased
difficulty. Conscious garden paths repre-
sent the extreme end of a continuum in
which a conspiracy of evidence makes the
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correct alternative so inactive that it is in-
accessible at the point of disambiguation.

When viewed from the perspective of a
two-stage model, effects of either weak
constraints or constraints that bias a low
frequency syntactic alternative will look
like revisions after an initial syntactic mis-
analysis. However, as the work presented
here demonstrates, the effects of semantic
constraint are actually continuous and they
interact with availability. Moreover, they
are strikingly similar to results obtained
with lexical ambiguity.

The model we have sketched accounts
for the patterns of data that we reported for
first pass reading times. The model also
provides a framework for understanding
the Ferreira and Clifton (1986) first pass
reading data. Recall that they found a large
reduction effect at the verb and at the prep-
ositional phrase for inanimate nouns. This,
in fact, is an exaggerated version of the pat-
tern that we found for our less constrained
inanimate items. Many of the inanimate
nouns used by Ferreira and Clifton were
only weakly constraining. In addition, the
prepositional phrases contained a variety of
prepositions, including some long preposi-
tions (e.g., “‘from,” “‘about,”” etc.). These
prepositions would normally receive sepa-
rate fixations. Thus, they would presum-
ably not have been recognized parafoveally
during fixations on the verb. Therefore Fer-
reira and Clifton’s materials combined a
relatively weak constraint with low avail-
ability of the relative clause. It is just these
conditions that would lead to ambiguity ef-
fects at the verb and the prepositional
phrase. It is still somewhat puzzling that
the first pass reading times at the preposi-
tional phrase for the reduced relatives with
inanimate nouns were not reliably faster
than the reading times for the reduced rel-
atives with animate nouns. However, it is
possible that two factors might have
masked a small animacy effect. First, early
line breaks for the reduced relative clauses
might have inflated reading times to the
prepositional phrase. Second, because
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these line breaks occurred in the middle of
the prepositional phrase, reading times in
this scoring region would have been quite
variable.

Even though the framework that we are
proposing is clearly constraint-based, it is
consistent with many results in the litera-
ture that have been used to argue for re-
stricted-domain approaches to parsing.
Contextual constraints will have weak and/
or delayed effects when they are not partic-
ularly strong or when they support a struc-
ture that is not highly available because of
local frequency factors. Likewise, prag-
matic knowledge will not override clear
syntactic constraints. And, contextual di-
mensions that are not correlated with syn-
tactic alternatives will rarely provide much
constraint. We would suggest that many of
inconsistencies in the literature on local
context effects in parsing are due to failure
to take into account both the strength and
local relevance of the contextual constraint
and the local availability of the alternative
structures. Similar arguments apply to the
literature on discourse context effects in
parsing (Spivey-Knowlton et al., 1993).

[t is important to note that strength of
constraint and frequency-based availability
run the risk of becoming theoretical wild
cards if they are not made explicit. How-
ever, current corpus-based work suggests
that it is possible to quantify availability
and frequency in ways that clearly predict
psycholinguistic performance (MacDonald,
1992, 1993; Mitchell, 1992; Tanenhaus &
Juliano, 1992; Juliano et al., 1992; Trues-
well et al., 1993). Similarly, factors like se-
mantic fit can be quantified using metrics
like typicality ratings.

The questions addressed in this article
have typically been discussed within the
ongoing debate about modularity in lan-
guage processing (Fodor, J. A., 1983;
Fodor, J. D., 1991; Clifton & Ferreira,
1987; Ferreira & Clifton, 1986; Frazier,
1991; Marslen-Wilson & Tyler, 1987; Mc-
Clelland, 1987; Tanenhaus, Carlson, & Sei-
denberg, 1985; Tanenhaus, Dell, & Carl-
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son, 1987; Thompson & Altmann, 1991).
Research on modularity in language pro-
cessing has often conflated two important,
but distinct types of questions (Garnham,
1985; Tanenhaus & Lucas, 1987). The first
concerns representational modularity, e.g.,
are there distinct types of linguistic repre-
sentations and can one distinguish repre-
sentations that are inherently grammatical
from those that are not. The second con-
cerns processing modularity, e.g., are there
informationally encapsulated subsystems
within the language processing system, The
model we have proposed presupposes rep-
resentational modularity, and it assumes
that language is processed along at least
partially independent dimensions. How-
ever, the model is non-modular in that local
indeterminacies within subsystems are re-
solved using correlated information from
different domains.

One of the attractive aspects of com-
pletely modular systems is that they allow a
complex task to be divided into subcompo-
nents which can be performed by local ex-
perts. This works best when there is clear
(unambiguous) input to each expert and the
tasks performed by the experts are autono-
mous. In natural systems complex stimuli
are often organized along various dimen-
sions of the input. However, this segrega-
tion results in pervasive ambiguity within
each subsystem. Thus, consistent solutions
require the coordination of multiple con-
straints. For example, in visual processing
it is well established that the segregation of
motion information from other stimulus di-
mensions (color, form, etc.) by the visual
system results in indeterminacy. The mo-
tion of a line is initially represented in par-
allel by a set of equally possible speeds and
directions (Movshon, Adelson, Gizzi, &
Newsome, 1985; Poggio, Torre, & Koch,
1985). The system finds a single solution by
grouping together the possible motions
from other contours. However, it has be-
come clear that this grouping is not done by
the motion system alone based on domain-
specific principles or constraints. Rather,
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information about color, orientation, spa-
tial frequency, and depth is recruited to de-
termine grouping (e.g., Adelson & Mov-
shon, 1982, 1984; Movshon et al., 1985;
Krauskopf & Farrell, 1990; Kooi, De Val-
ois, & Switkes, 1991).

We are arguing for similar state of affairs
in sentence processing. Linguistic input is
encoded along partially independent dimen-
sions (e.g., syntactic information, seman-
tic/thematic information). However, on-
line processing results in local indetermi-
nacy within each subsystem. Within the
syntactic domain, one influential approach
has been to incorporate domain-specific de-
cision principles that eliminate or restrict
initial ambiguity (Kimball, 1973; Frazier,
1978; Pritchett, 1988, 1992). These deci-
sions then have to be coordinated and rec-
onciled with potentially conflicting infor-
mation. For example, in some proposals
independent decisions about highly corre-
lated dimensions (e.g., the semantic and
syntactic aspects of argument structure) are
initially made by different subsystems
(Rayner et al., 1983; Frazier, 1987, 1991).
However, the experiments reported here
and elsewhere (MacDonald, 1992, 1993;
Spivey-Knowlton et al., 1992; Tanenhaus,
Garnsey, & Boland, 1991; Trueswell &
Tanenhaus, 1991, 1992) suggest an alterna-
tive approach in which the process of con-
straining ambiguity in one domain is ac-
complished by recruiting information from
other relevant domains. As in visual pro-
cessing, this selection-based account main-
tains many of the characteristics of auton-
omous models. However, it also allows the
system to use correlated information from
different domains, thereby reducing the
problem of inconsistent solutions.

APPENDIX A: TARGET SENTENCES FROM
EXPERIMENTS 1 AND 2
Experiment 1

Ambiguous Verbs

Each item is listed with both the animate/
inanimate noun pair (e.g., ‘‘defendant/
evidence’’) and the optional unreduced
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form (e.g., ‘‘that was’"). The mean Agent
typicality rating and mean Patient/Theme
typicality rating for the inanimate nouns are
provided in parenthesis.

1. The defendant/evidence (that was) ex-
amined by the lawyer turned out to be
unreliable. (1.4, 6.3)

2. The prisoner/gold (that was) trans-
ported by the guards was closely
watched. (1.1, 5.5)

3. The teacher/textbook (that was) loved
by the class was very easy to under-
stand. (1.0, 1.9)

4, The workers/bricks (that were) lifted
by the crane were deposited on the
roof. (1.3, 5.4)

5. The student/paper (that was) graded by
the professor received a low mark.
(1.1, 6.5)

6. The contestant/recipe (that was) se-
lected by the judges did not deserve to
win. (2.2, 4.4)

7. The specialist/equipment (that was) re-
quested by the hospital finally arrived.
(1.1,5.1)

8. The thief/jewelry (that was) identified
by the victim was held for questioning/
as evidence. (1.7, 4.4)

9. The soldier/valley (that was) captured
by the enemy was closely guarded.
(14, 1.8)

10. The troops/power plant (that were/that
was) attacked by the terrorists suffered
heavy losses. (1.7, 3.2)

11. The artist/painting (that was) studied
by the historian was a complete un-
known. (1.3, 5.4)

12. The boy/necklace (that was) described
by the lady was quite handsome/
beautiful. (1.2, 5.9)

13. The mailman/package (that was) ex-
pected by the secretary arrived too
late. (1.3, 5.5)

14. The woman/sofa (that was) scratched
by the cat was badly injured/damaged.
(1.3, 4.8)

15. The man/van (that was) recognized by
the spy took off down the street. (1.0,
4.1)
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16. The client/account (that was) wanted
by the advertiser was worth a lot of
money. (2.1, 4.6)

Unambiguous Verbs

Each item is listed with the inanimate
noun followed by the optional unreduced
form (e.g., ‘‘that was’’). The mean Agent
typicality rating and mean Patient/Theme
typicality rating are provided in parenthe-
sis.

1. The money (that was) taken by the stu-
dent was finally returned. (1.2, 5.6)

2. The poster (that was) drawn by the il-
lustrator was used for a magazine
cover. (1.1, 5.9)

3. The work (that was) done by the car-
penter was quite good. (1.5, 6.4)

4. The ball (that was) thrown by the boy
broke a window. (1.4, 6.2)

S. The crops (that were) grown by the
farmer were damaged by the frost. (3.8,
6.0)

6. The letter (that was) written by the
teacher was hard to understand. (1.4,
6.1)

7. The vase (that was) broken by the child
was worth a fortune. (1.1, 5.9)

8. The computer (that was) chosen by the
company was a good investment. (3.3,
4.3)

9. The wallpaper (that was) shown by the
salesman was a perfect choice. (2.7,
5.3)

10. The truck (that was) seen by the police-
man did not have a license plate. (1.1,
6.1)

1t. The van (that was) stolen by the thief
was later found in a back alley. (1.1,
5.2)

12. The poultry (that was) eaten by the
guest gave him an upset stomach. (1.2,
6.6)

Experiment 2

Each item is listed with both the animate/
inanimate noun pair (e.g., ‘‘defendant/
evidence’’) and the optional unreduced
form (e.g., ‘‘that was’’). The percentage of
main clause completions from Burgess
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(1991) for inanimate nouns and the mean
Agent typicality rating and mean Patient/
Theme typicality rating for the inanimate
nouns are provided in parenthesis.

1. The speaker/solution (who/that was)
proposed by the group would work per-
fectly for the program. (10%, 1.5, 6.6)

2. The man/ransom (who/that was) paid
by the parents was unreasonable. (0%,
2.4, 4.5)

3. The lawyer/package (who/that was)
sent by the governor arrived late. (10%,
1.6, 6.2)

4. The student/award (who/that was) ac-
cepted by the school was very pleased.
(0%, 1.1, 6.6)

5. The woman/portrait (who/that was)
sketched by the artist was very beauti-
ful. (10%, 1.4, 4.9)

6. The defendant/evidence (who/that was)
examined by the lawyer turned out to
be unreliable. (20%, 1.4, 6.3)

7. The specialist/equipment (who/that
was) requested by the hospital had fi-
nally arrived. (20%, 1.1, 5.1)

8. The artist/painting (who/that was) stud-
ied by the historian was relatively un-
known. (20%, 1.3, 5.4)

9. The man/van (who/that was) recog-
nized by the spy took off down the
street. (20%, 1.0, 4.1)

10. The man/message (who/that was) re-
corded by the secretary could not be
understood. (0%, 1.8, 5.6)

11. The author/book (who/that was) read
by the student was very difficult to un-
derstand. (10%, 1.3, 6.6)

12. The director/building (who/that was)
watched by the cop was in a bad part of
town. (30%, 1.1, 4.9)

13. The scientists/alternatives (who/that
were) considered by the committee
each had limitations. (28%, 1.3, 6.6)

14. The student/paper (who/that was)
graded by the professor was very inter-
esting. (30%, 1.1, 6.5)

15. The mailman/package (who/that was)
expected by the secretary arrived too
late. (30%, 1.3, 5.5)
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16. The man/car (who/that was) towed by
the garage was parked illegally. (30%,
5.2,6.1)

APPENDIX B: THE RELATIONSHIP
BETWEEN REGION STRING LENGTH AND
FirsT PASS READING TIMES

Reading times for a scoring region are
generally longer when the length of the re-
gion is longer. When an experiment calls
for comparisons across scoring regions
with different linguistic content, an experi-
menter will typically control for string
length effects either by making sure all con-
ditions have the same average string length
or by adjusting reading times based on
string length. However, even when average
region lengths are controlled, it may be im-
portant to adjust reading times for string
length if there is considerable variation in
length across items.

The standard string length adjustment of
reading times in eye movement studies has
been milliseconds per character (ms/char).
This metric was first introduced into the lit-
erature by Frazier and Rayner (1982) and
has been used in many subsequent studies
(e.g., Altmann, Garnham, & Dennis, 1992;
Ferreira & Clifton, 1986; Rayner, Carlson,
& Frazier, 1983; Rayner, Garrod, & Per-
fetti, 1992). Milliseconds per character is
computed by dividing the reading time (in
ms) of a region by the number of characters
that make up that region including spaces
and punctuation. This transformation
makes two assumptions about the relation-
ship between string length and unadjusted
reading times. First, the relationship is lin-
ear, i.e., the addition of one character to a
region results in the same increase in read-
ing times regardless of whether the region is
small or large. Second, the relationship has
a y intercept of 0 ms, i.e., a hypothetical
region of zero characters should have a 0
ms reading time. This latter assumption is
of critical importance for this discussion
and is highlighted by the ideal reading time
and string length relation plotted in Fig. 6A.

In Fig. 6A, string length in characters is
on the x-axis and reading time in millisec-
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onds is on the y axis. The function plotted
on the figure corresponds to the hypotheti-
cal linear relation between string length and
ms rezding time, with a y intercept of 0 ms.
This function can be represented by the
equation

y = mx 1]

where m is the slope of the line, x is string
length in characters, and y is reading time in
ms. Milliseconds per character can be ob-
tained by dividing ms reading times (y) by
string length (x):

y/x = mx/x or (2]
yix = m. (3]

Figure 6B plots this relationship between
string length and ms/char. Since m is a con-
stant, there is no relationship between
string length and ms/char. This is the de-
sired adjustment of reading times; the vari-
ance associated with string length has been
removed.

However, this outcome is not obtained if
the relationship between string length and
millisecond reading times does not contain
a y intercept of 0 ms (Fig. 6C). This can be
represented by

y=mx + b [4]

where b is a positive constant. Dividing by
string length (x) to get ms/char results in:

m + bix. (5]

This relationship between string length and
ms/char is plotted in Fig. 6D. Clearly, if the
millisecond y intercept is not zero (Fig. 6C),
ms/char does not remove all of the variance
due to string length (Fig. 6D). Moreover, as
shown in 6D, the relationship between
reading time and string length is reversed
(shorter regions tend to have longer reading
times). and the relationship is no longer lin-
ear. The non-linearity arises from the in-
verse relationship (1/x, or x ') in the equa-
tion.

Thus, if there is a positive y-intercept be-
tween string length and unadjusted reading
times in milliseconds, there will be an in-

yix =
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F1G. 6. (A) Hypothetical reading times in ms as a function of region string length, with a y-intercept
of zero ms. (B) Hypothetical reading times in ms/char as a function of region string length, transformed
from (A). (C) Hypothetical reading times in ms as a function of region string length, with a positive
y-intercept. (D) Hypothetical reading times in ms/char as a function of region string length, trans-

formed from (C).

verse function distorting the relationship
between string length and ms/char reading
times. As shown in Fig. 6D (and Eq. 5
above), reading times will be less distorted
for large scoring regions (i.e., as length, x,
approaches infinity, reading time, y, ap-
proaches the constant m), but reading times
will be more distorted for small scoring re-
gions (i.e., as length, x, approaches 0, read-
ing times, y, approaches infinity). Thus, the
extent to which actual ms/char reading
times are distorted will depend upon: (1)
the size of the y intercept of unadjusted
reading times and (b) the scoring region
sizes used in the study.

First Pass Reading Times and Ms/Char

In this section we will examine actual
first pass reading times from Experiment 1
as a function of region string length. Figure

7a plots first pass reading times (in ms) as
function of scoring region length (in char-
acters) for all 24 subjects in Experiment 1.
To determine the best linear fit to this data,
a linear regression was computed with
string length as the independent variable
and reading time as the dependent variable.
The regression revealed a reliable positive
linear relation between string length and
reading time, represented by the dotted in
Fig. 7a (y = 21.9x + 190, Pearson R
360, F(1,2521) = 375.84, p < .001). This
equation clearly has a non-zero intercept
(190 ms), suggesting that the ms/char trans-
formation would produce a negative corre-
lation with string length. In fact, this was
the case. Figure 7b presents the same first
pass reading times in ms/char as a function
of scoring region length (in char). The best
linear fit, represented by the dotted line in
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times in residual ms from Experiment 1 as a function of string length.

Fig. 7b, had a reliable negative correlation
(y = —2.2x + 65,R = —.324, F(1,2521) =
295.11, p < .001).

As Lorch and Myers (1990) point out,
however, regressions performed across all
subjects, like those presented here, can in-
crease the probability of a Type I error in
assessing the reliability of the linear coeffi-
cients. Following Lorch and Myers (1990),
separate millisecond and ms/char regres-
sion equations were computed for each
subject (see Table 6). Averaging the coeffi-
cients and the Rs for each equation provide
similar results (ms: y = 22.1x + 193, R =
.421; ms/char: y ~22x + 69, R
—.378). A single-group ¢ test was per-
formed on each coefficient to test whether
each was reliably different from zero and is
reported in the table (see Lorch & Myers,
1990). All coefficients, in both equations,
were reliably different from zero. Crucially,
the y intercept (B,) of the millisecond rela-

tion is reliably positive, and, the ms/char
transformation has a reliable negative slope
(B,) with string length.

We also examined the extent to which
there is a non-linear component to the rela-
tionships shown in Fig. 7. The solid line in
Fig. 7a shows the best-fit second-order
equation for the relationship between re-
gion length in char and reading time in ms
(R? = .130; p < .001). Although this is a
non-linear equation, the fit is surprisingly
linear. Following Lorch and Myers (1990),
we tested the validity of this polynomial fit
by finding the best fit for each subject’s
data. Again, a single-group ¢ test was per-
formed on each coefficient to test whether
each was reliably different from zero and is
reported in Table 7. As can be seen in the
table, there was a reliable linear compo-
nent, and only a marginal non-linear com-
ponent. This indicates that first pass read-
ing times have, to a very good first approx-
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TABLE 6
COEFFICIENTS FOR FIRST-ORDER LINEAR EQUATION y = B, + B\x

Subject List B, (ms) B, (ms) B, (ms/char) B, (ms/char)
1 1 167.3 19.80 58.3 -1.99
2 1 153.1 26.78 60.2 —-1.66
3 1 189.5 22.94 69.4 -2.51
4 1 2209 8.11 511 -1.94
5 1 79.3 31.01 49.0 ~.92
6 1 434.8 11.22 106.4 -4.72
1 2 152.3 20.97 153.1 -1.79
2 2 153.1 21.22 56.2 -1.81
3 2 133.7 26.74 56.6 -1.5
4 2 230.1 18.11 70.0 —2.63
5 2 183.6 18.16 59.4 -2.09
6 2 146.1 32.91 65.6 ~1.649
1 3 110.1 23.29 51.2 —1.54
2 3 147.1 20.70 53.9 —1.68
3 3 309.7 26.17 91.6 -3.09
4 3 291.4 37.07 107.8 -3.80
5 3 255.2 12.59 68.7 -2.78
6 3 184.2 21.90 60.5 -1.82
1 4 218.3 31.51 80.1 -2.42
2 4 192.6 19.89 62.5 -2.13
3 4 202.6 23.94 67.4 -2.12
4 4 185.1 10.84 53.0 -2.16
5 4 60.9 34.02 50.3 -.94
6 4 237.4 10.69 61.5 —2.46

m = 193.3 m = 22.11 m = 69.3 m= —2.17
SD = 78.4 SD = 7.87 SD = 240 SD = 84
t = 12.08 t = 13.77 t = 14.14 t = —12.74
p < .001 p < .001 p < .001 p < .001

Note. m, mean; SD, standard deviation.

imation, a linear relationship with region
string length. However, the ms/char trans-
formation, adds a non-linear component to
this relation. The solid line in Fig. 7b shows
the best-fit second-order equation for the
relationship between region length in char
and reading time in ms/char (R? = .173;p <
.01). As shown in Table 7, there were reli-
able linear and non-linear components to
this equation. The non-linearity should be
expected, since the ms relation with string
length has a reliable positive intercept, vi-
olating the ms/char assumptions.

As expected, this distortion is greater for
smaller scoring regions than for larger scor-
ing regions. This can be demonstrated by
performing two separate linear regressions
on the ms/char data: one for large scoring
regions (10 or more characters) and another

for small scoring regions (fewer than 10
characters). When the scoring regions were
large, the best linear fit between string
length and reading times had a very shallow
slope (—1.66 ms/char) and accounted for
little of the variance (y = 53 — 1.66x; R? =
.029; F(1,1102) = 33.32, p < .001). When
the scoring regions were small, the best lin-
ear fit between string length and reading
times was quite steep (slope = —4.59) and
accounted for more of the variance (y = 83
— 4.59x; R* = .075; F(1,1417) = 114.79, p
< .001).

Overall, these results indicate that the
ms/char correction for length is problem-
atic, especially for small scoring regions.
The transformation, when applied to our
data: (a) leaves a significant amount of vari-
ance due to string length, (b) reverses the
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TABLE 7

Subject List B, (ms)
12.918
31.626
—8.474
51.521
32.359
86.021

5.869
14.329
41.883
30.170
15.933
31.091

—3.745
19.539
67.923
40.480

4.418
69.961
47.531
58.566
49.937
17.191

9.784
36.328

m = 31798
SD = 24.364
1 =6.39
p < .001

S RV I PO N R N S N Ve S - L. B SRV I IR U NV SOy VPR e

N N N N T N N S S N N e

Note. m, mean; SD, standard deviation.

relationship between string length and read-
ing time, and (¢) introduces a nonlinearity
that is most pronounced at shorter scoring
regions (less than 10 characters).

The practical importance of this can be
highlighted by comparing first pass reading
times to the inanimate ambiguous and inan-
imate unambiguous sentence types in Ex-
periment 1. These two conditions have a
clear difference in string lengths at the verb
region (ambiguous verbs averaged 9.0 char-
acters in length, whereas unambiguous av-
eraged 6.3 characters). Table 8 presents
reading times to these two conditions at this
position. As would be expected, reading
times in ms were longer to the longer (am-
biguous) verbs, as compared to the shorter
(unambiguous) verbs (a difference of + 53
ms; F(1,19) = 8.64, p < .01; F2(1,26) =

COEFFICIENTS FOR SECOND-ORDER POLYNOMIAL ¥y = By + B X + Byx

2

B, (ms)

B, (ms/char) B, (ms/char)
.328 -7.079 241
—.225 —5.350 A72
1.481 —12.868 .488
—-1.972 ~1.181 —-.034
—.064 -3.177 107
-3.625 —8.000 159
704 —17.306 257
324 —6.969 .243
—.718 —-4.173 127
-.569 —8.284 .267
104 —7.268 .243
.085 -5.621 186
1.281 —8.839 346
.054 -6.210 211
—-1.994 -2.209 —.042
—.150 —19.665 .745
374 —10.860 .369
—2.233 -1.293 -.025
—.756 -5.502 148
—1.894 —3.477 .066
-1.229 —4.686 121
-.397 —6.708 220
1.148 -6.913 .283
—1.194 —5.567 150
= —.463 m = —6.634 m = 210
= 1.237 SD = 3913 SD = 169
= —1.84 t = —8.31 t = 6.09
p = .03 p < .001 p < .001

11.82, p < .01). However, the ms/char
reading times show the opposite relation (a
difference of —10.1 ms/char; F1(1,19) =
10.38, p < .01, F2(1,26) = 7.35, p < .05).
This reversal should be expected, since, as
we have already pointed out, the slope re-
lating string length to reading times in ms/
char is highly negative for smaller scoring
regions (see Fig. 7b).

TABLE 8
READING TIMES TO AMBIGUOUS AND UNAMBIGUOUS
VERBS (EXPERIMENT 1)

Milliseconds

per Residual
Verb rype Milliseconds character milliseconds
Ambiguous 352 46.3 ~18
Unambiguous 299 56.4 —16
Differerce +53* -10.1* -2
*p < .01,
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In fact, a more appropriate string length
correction (residual milliseconds in Table 8)
revealed no reliable difference between
these scoring regions (Fs < ). This sug-
gests that the difference in unadjusted read-
ing times in ms was indeed due to string
length. The residual correction was first in-
troduced by Ferreira and Clifton (1986) for
self-paced reading time data. In order to
compute residuals, the best linear fit be-
tween region length and first pass reading
times was determined for each subject (Ta-
ble 6). Then, for each individual reading
time on a region, the predicted reading time
from the linear fit was subtracted from the
actual reading time. This correction, by
definition, removes all linear variance that
has been related to string length, as shown
in Fig. 7c. It is important to note that this
adjustment should be made for each sub-
Ject, since as Table 6 shows, there is sub-
ject-to-subject variation in the best linear fit
between string length and reading time.

We should note that use of the ms/char
transformation is not likely to have dis-
torted the results of any prior studies which
have either compared reading times across
conditions with the same string length (e.g.,
the same words) or used relatively large
scoring regions. However, the increasing
interest in initial processing within the field
is leading many researchers to use smaller
scoring regions. Using ms/char to compare
across small scoring regions with even
slight differences in string length (e.g., a
one character difference) is likely to intro-
duce artifacts. These artifacts can exagger-
ate, mask, and even reverse real effects.

Finally, it is important to note that the
ms/char transformation does not provide an
accurate index for comparing reading rates
across experiments, unless one is compar-
ing regions of the same length. An unbiased
measure of reading rate is provided by the y
intercept reading time and the slope in ms/
char.

In sum, we strongly recommend that fu-
ture eye movement studies follow one of
two procedures when reporting reading
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times. The first option is to use uncorrected
reading times, with string length tightly
controlled. The second is to report residual
reading times along with the average read-
ing rate, where reading rate is the average
slope and intercept of each subject’s best
linear fit between string length and reading
time.
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