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11
- | Inhibition in Interactive
Activation Models of
Linguistic Selection
and Sequencing

Gary S. Dell and Padraig G. O’Seaghdha

I. INTRODUCTION

The term inhibition is increasingly used in the recent literature on
language production and comprehension. It is used in at least two dis-
tinct senses which we will label molecular and molar, In interactive
activation models of language processing, inhibition is a molecular,
quasi-neural process by which representational units send inhibitory sig-
nals to one another, or regulate their own activation by self-inhibition.
In the experimental psycholinguistic literature, inhibition applies to a
molar level of behavioral description that is often synonymous with
interference. Molar inhibition may or may not entail inhibition at an
underlying molecular level. For example, selection and decision pro-
cesses involve competition, but they do not require that the competing
elements inhibit one another. In this chapter, we focus on the use of the
concept of inhibition in the interactive activation literature, but we will
also examine the implications of our analysis for the interpretation of
experimental data. We survey the wide range of functions served by
inhibitory mechanisms in language processing and examine the ques-
tion of whether inhibition is an identifiable process in language produc-
. tion and comprehension.
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Inhibition, in the molecular sense, pertains to actual neural pro-
cesses, or, in behavioral psychology, to hypothesized neural processes,
such as lateral inhibition, that are seen in simple tasks involving the
orientation of attention, the identification of simple stimuli, or the selec-
tion of a response. For basic processes such as these, there is a relatively
close relation between psychology and neuroscience, or at least a pros-
pect of integration between the two. In contrast, the study of language
processes appears to be rather remote from the neural level. In the first
place, language is not a basic process in cognition. It comprises several
very different sorts of knowledge—phonological, syntactic, semantic,
and pragmatic—and this knowledge is put to use in a variety of tasks:
speaking, listening, reading, and writing. Moreover, even a relatively
simple component of language processing, the retrieval of a word in
production, is a complex multistep event in which many kinds of lin-
guistic knowledge must be coordinated (e.g. Bock, 1982; Levelt et al.,
1991). Given this complexity, it is not surprising that most psycholin-
guistic researchers have not shown much concern about whether a
given phenomenon is, at core, based on excitation or inhibition. Of
course, language processing models must have devices that select
among alternatives or remove unwanted linguistic units, functions that
suggest inhibition. But, in traditional psycholinguistic circles, the de-
tails of these devices have seemed secondary to questions regarding the
nature of linguistic representations and the overall architecture of the
pi‘ocessing system (e.g., Garrett, 1975; Fodor, Bever, & Garrett, 1974;
Forster, 1976).

Another reason that inhibitory mechanisms in language processing
have until recently not received much scrutiny is that the potential for
bringing neural evidence to bear on putative inhibitory devices for lin-
guistic functions has appeared slim. Although we can correlate lan-
guage functions with brain areas through the study of aphasia and
measures of brain metabolism, our ability to link such functions to par-
ticular inhibitory or excitatory neural processes is limited for obvious
reasons. Experimental animals do not use language—and if they did, we
would certainly be less inclined to use them as experimental animals.

Despite these considerations, two relatively recent developments in
psycholinguistic theory have suggested the need for an examination of
inhibitory mechanisms in language models. The first is the incursion of
interactive activation, connectionist, neural-net, or parallel-distributed-
processing models into word recognition (e.g., Elman & McClelland,

1986; Kawamoto & Zemblidge, 1992; McClelland & Rumelhart, 1981;
Seidenberg & McClelland, 1989) and other aspects of psycholinguistics
(Bates & Elman, 1992; Dell, Juliano, & Govindjee, 1993; Elman, 1990;

MacKay, 1987; MacWhinney & Leinbach, 1991; Plunkett & Marchman, 7 :
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1991; Rumelhart & McClelland, 1986a; Stemberger, 1985; St. John &
McClelland, 1990). Because thege models make claims about behavioral
data and compute by means of quasi-neural elements, including excita-
tory and inhibitory connections, they begin to provide a bridge between
psycholinguistic phenomena and neural processes.

The second development in language research that requires a consjd-
faration of inhibitory processes is the explosion of research using prim-
ing t(?chniques to study language comprehension and production. In g
priming experiment, a subject either comprehends or produces a prim-
ing sentence, phrase, or word. At some point in this process, a target
stimul{is such as a written word is presented and the subject responds,
For example, the subject might simply be required to read to word aloud
as .quickly as possible. The relation between the target and the linguistic
prime is manipulated and the response time to the target indexes the
processing of the sentence, phrase, or word. This method was originally
used to study the activation of isolated words (e.g., Meyer & Schvane-
veldt, 1971), was later extended to the study of lexically ambiguous
words in context (Swinney, 1979; Tanenhaus, Leiman, & Seidenberg,
1979), and has recently been applied to a wide variety of questions in
both language production and comprehension (for reviews, see Dell &
O’Seaghdha, 1992; McKoon & Ratcliff, 1992; Kawamoto, 1993). Because
the effects of a related prime on the target are sometimes facilitatory
(e.g., Meyer & Schvaneveldt, 1971; Tanenhaus et al., 1979), sometimes
inhibitory (e.g., Blaxton & Neely, 1983; Colombo, 1986; Levelt et al.,
1991), and sometimes both (e.g., Levelt et al., 1991; Schriefers, Meyer, &
Levelt, 1990), a theory of inhibitory and excitatory mechanisms is re-
quired in order to interpret the data. In particular, we will consider how
strongly the finding of behavioral inhibition between a prime item A
and a target item B suggests a theory in which there is an explicit inhib-
itory connection from A to B. We will return to a consideration of the
priming data after we examine the role of inhibition in interactive acti-
vation models. :

Although most interactive activation models employ a combination
of excitation and inhibition, we focus in this chapter on the role of
inhibitory mechanisms in fulfilling psycholinguistic functions. In ad-
dition, we will emphasize language production, although issues in com-
prehension and word recognition will frequently arise. '

II. INTERACTIVE ACTIVATION

Before we turn to psycholinguistic issues, we briefly outline the na-
ture of interactive activation models, An interactive activation model is
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a specific kind of connectionist or neural network model, the classic
examples being Grossberg’s (1978) adaptive resonance theory, and
McClelland and Rumelhart’s (1981) word recognition model. As Mc-
Clelland (1987) describes the prototype of this type of model, computa-
tion takes place in a network of excitatory and inhibitory connections
among simple units. These units represent hypotheses about input in
the case of a perceptual system, and they represent potential actions in
the case of a production system. Each unit has an activation level that is
a function of the excitatory and inhibitory inputs it receives, and is often
also influenced by its own recent activation level. The units are ar-
ranged in layers, most commonly in an abstraction hierarchy, with units
representing more peripheral information occupying lower layers. For
example, in a lexical network, one might find phonetic or articulatory
features at the lowest level, followed by phonological segments (pho-
nemes) at the next level, combinations of segments such as syllables
and words at the next level, and semantic features or concept nodes at
the highest level. The network computes by activating an outside layer,
the lowest one in the case of perception and the highest in the case of
production, and activation spreads throughout the network. The units
typically connect only to other units in the same and adjacent layers.
Connections within a layer are usually inhibitory, and those between
layers are usually excitatory. Processing is often assumed to be interac-
tive, in the sense that later levels can influence earlier levels. This oc-
curs because connections run in both directions between levels, that is,
there are both top-down and bottom-up connections.

Itis important to keep in mind that not all interactive activation mod-
els have all of the preceding features. Rather, the models share a family
resemblance, most exhibiting many of these characteristics and some
manifesting additional features that we have not listed.

II1. FUNCTIONS OF INHIBITION IN INTERACTIVE ACTIVATION
MODELS OF LANGUAGE PRODUCTION '

Saying a sentence involves making a great many decisions—deci-
sions about lexical items (Should I say dime or coin?), about sentence
structure (Should the active or passive be used? Which noun phrases
should be expressed as pronouns?), about optional arguments (Do I need

to say with a bat when I say The girl hit the ball?), about constituent .

order not determined by sentence structure (Is it boys and girls or girls
and boys?), about intonational phrasing, pausing, and many other fea-
tures. The informational sources and principles that guide these deci-

sions are the primary objects of study in the field of language production f

(Levelt, 1989), Recently, models of production have adopted activation-
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based approaches to decision making (e.g. Berg, 1988; Berg & Schade
1992; Bock, 1982, 1986b; Bock, Loebell, & Morey, 1992; Dell, 1986 1988:
Dell et al., 1993; Dell & Reich, 1981; Eikmeyer & Schade, 1991; I:Iarley,
1984, 1990; Houghton, 1990; Levelt, 1989; Levelt et al., 1991; MaoKay’
1982, 1987; Martin, Weisberg, & Saffran, 1989; Martin & Saffran, 1992;
Meyer & Gordon, 1985; Meyer, 1991; O’Seaghdha, Dell, Peterson, & Tu-
liano, 1992; Peterson, Dell, & O’Seaghdha, 1989; Roelofs, 1992; Schade
1992; Stemberger, 1985, 1990, 1991). In these models, constraints on’
production decisions are translated into excitatory and inhibitory in-
puts to units representing the options open to the system. The inputs
modulate the activation level, or the probability of being active, of these
units. Thus, decisions are, to a large extent, a function of the inputs to
units as determined by the structure of the network.

The activation-based models of language production must make two
distinct kinds of decisions: selection decisions and sequence decisions,
Using standard linguistic terminology (cf. Eikmeyer and Schade, 1991),
we label these paradigmatic decisions and syntagmatic decisions, re-
spectively. Paradigmatic decisions involve selection for a particular
role from a set of candidate units in the relevant linguistic category. For
example, the system may need to choose dog rather than cat, or eat
instead of drink when selecting lexical items, or /k/ instead of /d/ when
choosing, say, the initial consonant of the syllable /keet/. Another ex-
ample is a choice of syntactic structure, such as a double object con-
struction (Mary gave John the ball) versus a prepositional dative (Mary
gave the ball to John).

In contrast to paradigmatic decisions, syntagmatic decisions involve
the selection of the correct elements of sequences at the right time.
When producing big dogs, the activation of big must initially dominate
that of dogs, and then the relative activations must quickly flip-flop.
Likewise, in the production of a particular word, for example dog, /d/
must initially dominate, then /o/, and then / g/

Both paradigmatic and syntagmatic decisions often depend on inhib-
itory processes in activation-based language models. In both cases, the
correct unit must prevail over its competitors. Many models employ a
combination of excitation and inhibition to achieve the desired patterns
of activation, but because the nature of the competition among units is
different in the paradigmatic and syntagmatic cases, the configurations
of excitation and inhibition in the two cases must also differ. There are
two principal differences between paradigmatic and syntagmatic deci-
sions. First, for paradigmatic decisions, the relation between correct and
competing units can be partly specified in advance, and to this extent is

. independent of the intended utterance. Units in the same linguistic cat-

egories are competitors. At the syntactic level, nouns compete with
other nouns., At a phonological level, vowels compete with vowels.
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Although the categorical structure may be complex, including subcate-
gories and multiple membership, the structure of language tells us, be-
forehand, which items have the potential to incorrectly replace other
items. We can see this paradigmatic principle at work in noncontextual
speech errors, slips of the tongue in which a linguistic unit from outside

the intended utterance replaces an intended unit. Most of the time, the

replacing unit is a member of the same linguistically defined category
as the replaced one (Fromkin, 1971; Garrett, 1975; MacKay, 1972).

In contrast, for syntagmatic decisions, the set of competitors depends
not on categorical structure but on the content of the intended utterance.
We subdivide syntagmatic decisions into two classes: noncreative and
creative. In noncreative syntagmatic decisions, those involving a well-
known sequence, for example, an idiom or the sounds that make up a
familiar word, the competing elements are already stored in memory. In
the case of saying the word cat, the segments /k/, /&/, and /t/ are in
competition, and the structure of the word determines how that com-
petition should evolve over time. However, in the case of creative lan-
guage use, such as the construction of novel sentences or phrases, the
syntagmatic competition pattern is not so easily specified (see Mac-
Kay’s, 1987, discussion). The same system that can store the ordering
relations in the familiar phrase Venetian blind, must also be capable of
producing and understanding the novel phrase blind Venetian.

The second critical difference between syntagmatic and paradigmatic
decisions is that in the syntagmatic case, the problem is not what items
to output but rather one of outputting the items in the correct serial
order. Each competitor has to win the competition at some point. For
example, although the /o/ in dog must lose to /d/ initially, it must
quickly become the winner of the next competition. Unlike the paradig-
matic case, in which the unwanted competitors can be unceremoni-
ously dispatched, rejected items must often be immediately resuscitated
in syntagmatic processing.

Both of these differences suggest that syntagmatic decisions are more
complex than paradigmatic ones. As we shall see, syntagmatic deci-
sions, particularly creative syntagmatic decisions, require complex
excitatory and inhibitory systems in activation-based models of produc-
tion. We therefore consider the simpler paradigmatic case first.

IV. PARADIGMATIC CHOICES AND LATERAL INHIBITION

Interactive activation models of production and comprehension have,
for the most part, used some kind of lateral inhibition in paradigmatic
decisions. Units that represent mutually exclusive options send in-
hibition to one another with the result that the single option with the
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Double
Object

———# Excitation

——@ Inhibition

FIGURE 1

Lateral inhibition among competing verbs and competing syntactic structures, and exci-
tation between compatible verbs and structures allows for lexical-syntactic interaction.

strongest support is eventually selected. This configuration is a potent
decision-making system, one that the brain clearly adopts (Feldman &
Ballard, 1982; Grossberg, 1978; Ratliff & Hartline, 1959). Interactive ac-
tivation models of language production that use lateral inhibition
among linguistic units at the same level include Berg (1988), Eikmeyer
and Schade (1991), Harley (1984, 1990), Houghton (1990), Schade
(1992), and Stemberger (1985, 1990, 1991). The decision to incorporate
inhibition in these models was largely inspired by the success of visual
and auditory word-recognition models (e.g., Elman & McClelland, 1986;
McClelland & Rumelhart, 1981; Rumelhart & McClelland, 1982) and
typing models (e.g., Rumelhart & Norman, 1982), all of which made
extensive use of within-level inhibition. Specifically, these models pro-
posed that nodes for sublexical (letters, phonemes) and lexical units
inhibited others at the same level.!

To illustrate lateral inhibition in language production, Figure 1
shows a small network of units representing two verbs, give and donate,
and two syntactic options coded as single nodes, one for a double-object
construction and one for a prepositional dative. The configuration em-
bodies the approach to lexical-syntactic interactions present in the
work of Bock (1982) and Stemberger (1985). Such a network will settle
to a state in which a single verb and a single syntactic structure that
is appropriate for that verb are active. The network uses lateral inhi-
bition between the verbs and between the syntactic options along with

Because nodes for letters in the McClelland and Rumelhart visual model were duplicated
for each serial position within a word, and all nodes in the Elman and McClelland andi-
tory model were duplicated for each temporal position or “time slice,” lateral inhibition
only occurred between nodes that dealt with the same spatial or temporal positions. That
is, the inhibition was used to resolve paradigmatic competition within a given position.
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excitatory connections that specify the syntactic subcategorizations of
the verbs. Note that an alternative network might have each verb inhib.-
iting the syntactic structures that are not appropriate for it, rather than
exciting the appropriate ones. For this problem, the excitatory solution
would, in a complete model, use fewer connections, because there are
fewer appropriate than inappropriate structures. The excitatory solu-
tion is also implicitly assumed in psycholinguistic theories that empha-
size automatic activation of subcategorization (e.g., Boland, Tanenhaus,
& Garnsey, 1990), but, aside from the number of connections, there
is no compelling computational reason to prefer one over the other. A
third possible configuration would have both excitatory connections
from each verb to its appropriate structures and inhibitory connections
to inappropriate structures, combined with lateral inhibition at each
level,

Although many activation-based models have used lateral inhibition
to aid decision making, several models of production use only excita-
tion. However, when lateral inhibition is not present, there are other
mechanisms for enhancing the activation of intended units, or other-
wise setting them apart from competing units. For example, MacKay
(1982) defined priming as a process by which nodes representing op-
tions within a given linguistic category (e.g., verb) gradually build up
their activation levels. Eventually, one node reaches a threshold and
becomes “activated.” When a node is activated, its activation level be-
comes much greater and is sustained over a period of time. Thus, in
MacKay’s model, the decision mechanism is an absolute threshold and
does not use lateral inhibition, but it achieves the desired result: a dis-
tancing of the winner of the race from the competition. Likewise, in
Dell’s (1986, 1988) language production model, the most highly acti-
vated node within a category is “selected” and linked to a particular
slot in the production plan. Because linkage eventually entails a large
boost of activation, the effect is somewhat similar to what obtains in
MacKay’s model when the threshold is reached. Roelof’s (1992) model
of lexical retrieval in production incorporates two selection mecha-
nisms: a critical difference threshold, in which a target word node be-
comes available for selection when its activation is greater than that of
all of its competitors by a certain amount, and a stochastic mechanism,
in which the probability that the available target is selected is a function
of the ratio of its activation level to the total activation of all competitors
(see Luce, 1959). Again, the effect is similar to lateral inhibition, in that
the most activated word ends up being selected.

A feature of lateral inhibition in some of the production models is
that it applies within all pairs of units at a linguistic level (e.g., Eikmeyer
& Schade, 1991; Harley, 1990; Stemberger, 1985). So all words inhibit
all other words, all segment nodes inhibit all other segment nodes, and
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so on.2 Earlier however, we suggested that paradigmatic decisions might
be profitably restricted, perhaps by linguistic category. For example,
vowels would inhibit other vowels, but not consonants. In addition,
paradigmatic competition might be further narrowed if the extent of
lateral inhibition were related to similarity, with inhibition reserved for
or more potent among similar units. This idea is implicit in the follow-
ing literature on retrieval inhibition, in which tokens from jche same
semantic category appear to inhibit one another under certain COI.].dl—
tions (e.g., Brown, 1981; Blaxton & Neely, 1983; Wheeldon, 1989). Like-
wise, Meyer and Gordon (1985) and MacKay (1970) have suggested that
lateral inhibition occurs primarily between speech sounds' that sha}‘e
features. Finally, the idea of similarity-based compe‘.ci"cion is inherent in
many models of auditory and visual word recognition (see, e.g., Co-
lombo, 1986; Forster & Davis, 1991; Marslen-Wilson & Tyler, 1980).

\

A. Similarity-Based Inhibition

The question of the role of similarity or neighborhood in d‘eterr.nining
the strength of lateral inhibition can be illuminated by considering the
function of such inhibition and by examining how inhibitory connec-
tions might be acquired. A paradigmatic decision i.s, by definition, one
in which a single unit is chosen from a predetermined set f)f~potentlal
competitors for a linguistic role; for example, the role of subject noun of
a sentence. If only the members of the appropriatt? set, say nouns, are
highly activated at the time the subject noun is being chosen, then lat-

. eral inhibition might be limited to that set. But even within the category

of nouns, it makes sense that some nouns would be more potent cc.)m—
petiltors for a given role than others. In attempting to find the appropriate
name for a particular aquatic mammal (dolphin), the noun pencil
should not be much competition. It might, therefore, be gseful to have
dolphin inhibit semantically similar nouns such as porpoise to a greater
extent than pencil. '

On first consideration, such “smart” inhibition might seem unlikely.
How could the semantic system allow inhibition among Clo.sely rela?ed
competitors while retaining the ability to activate relevaxllt 111'forma‘g1on
in a sufficiently wide-ranging manner? However, examination of the
operation of error-correcting learning procedures suggests that such se-
lective inhibition could indeed by learned. Similarity-dependent lateral

2Part of the reason that these models have such wide-ranging lateral .inhibl‘tlfDn is th'c}t it
plays a role in their treatment of serial order as well as in paradig.matlc dem;lon macllun%i
Because any word has the potential to appear in a '.se:nte_nce vyxth any other }:/vo¥ , ain
words may have to inhibit one another if lateral inhibition is an 1mp0rtac111ts m}elzcdamsrgel
creative syntagmatic decisions. See our discussion of the Eikmeyer and Schade model.
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inhibition would result from the application of error-based algorithms
(e.g., back-propagation; Rumelhart, Hinton, & Williams, 1986) in an
interactive-activation architecture. These procedures change connec-
tion weights in response to feedback regarding target activation levels
that is delivered while a model is being trained to produce a particular
input-output mapping.

Consider the task of mapping from a semantic unit or set of units
representing a particular concept to a single unit representing the cor-
responding word or lemma (e.g., Levelt, 1989; Roelofs, 1992). Further,
let us suppose that there are potential connections from the semantic
units to the word units, and potential lateral connections among word
units, and that the excitatory or inhibitory character of these connec-
tions is set by the learning process. Under such conditions, lateral inhi-
bition will develop between semantic neighbors roughly in proportion
to their relatedness.

To see how this happens, consider the case of two word units, dog
and cat. The word dog is connected to the features canine and pet, and
cat to the features feline and pet. Assume that there are top-down excit-
atory connections from the semantic unit to the appropriate word units,
such that the correct word is more activated by its two features than the
other word. But, as of yet, there is no lateral inhibition. Now, when pet
and canine are input to the network, both dog and cat are activated, let
us say, dog = .75 and cat = .25, on a range of [0,1]. The target activation
levels, provided by external feedback, however, are 1 for dog and 0 for
cat. That is, the network wants dog fully active and cat completely
inactive. Hence, there would be an error signal of .25 (target activa-
tion — actual activation) on dog and a signal of —.25 on cat. The weight
change from unit i to unit j with error-based learning algorithms is in
proportion to the activation of unit i and the error signal on unit j. So,
some lateral inhibition (.75 X —.25 = —.1875) would grow from dog to
cat? In addition, a smaller amount of lateral excitation (.25 X .25 =
.0625) would grow from cat to dog. However, when cat is the intended
word, the reverse effects occur (large growth of inhibition from cat to
dog, with a smaller growth of excitation from dog to cat). The net result
over the long run is that the two words inhibit one another.

B. Modularity or Interdependence of Perception and Production

If lateral inhibition is a function of similarity and error correction,
the extent to which linguistic units inhibit should be related both to

3This assumes a learning constant of 1, and an activation function in which activation of
anode equals its net input.
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similarity and to the linguistic task being performed. We have just seen
how semantically related words might come to inhibit one another in
the task of mapping from concepts to words. When the task involves
word perception, either visual or auditory, the same considerations
would lead to formally similar, instead of semantically similar words
inhibiting each other. Hence, in production, dog and cat would mutu-
ally inhibit, whereas in perception, cat and can would inhibit one an-
other. This logic suggests a number of possible configurations when the
full architecture of the mental lexicon is considered. Figure 2 presents
three of the possibilities.

The first possibility, which we call a fully modular architecture, has
two characteristics: There are separate units and connections for per-
ception and production, and there is no feedback or reverse flow of
activation. In such a system, what we call task-dictated lateral inhibi-
tion would grow from an error-correction learning procedure: The dog-
production and cat-production units would inhibit one another, as
would the cat-perception and can-perception units. Because of the sep-
arateness of production and perception, and the fact that activation only
flows in the task-dictated direction, each task’s network does not expe-
rience the similarity relations governing competition in the other task.

In contrast, a half-modular architecture retains the separate produc-
tion and perception networks, but allows a two-way flow of activation
in each. In this case, the task-dictated pattern of similarity-based lateral
inhibition would occur as before, but there would also be a reverse
pattern pertaining to the other task—the cat and can production units
would inhibit, and the dog and cat perception units would inhibit. This
reverse pattern would arise from feedforward and feedback within each
network. During production, when the target word is cat, not only dog
but also can is a competitor because of the flow of activation from cat to
its phonological units (/k/,/e/, and /t/) and back to formally related
words. Likewise, during perception, the target cat activates semantic
units that then activate dog. The result, in both perception and produc-
tion, is that a target word encounters both semantic and form-related
competitors, and needs to inhibit them. However, with the half-modular
architecture, the task-dependent lateral inhibition connections should
be much stronger than the reverse ones because the task-dictated com-
petitors (dog for cat in production, can for cat in perception) would be
activated earlier and to a greater extent than the competitors activated

by feedback (can for cat in production, and dog for. cat in perception).

The third possibility we consider is a fully interactive architecture
(see Figure 2). This configuration involves a single network for produc-
tion and perception and consequently must allow activation to flow in
both directions (e.g., MacKay, 1987). In this situation, a given word unit
would develop lateral inhibition to both semantic competitors (from
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Three architectures and their associated patterns of lateral inhibition, assuming that lat-
eral inhibition reflects experienced competition,
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production and, to a smaller extent, from feedback during perception)
and formally related competitors (primarily from perception, and sec-
ondarily from production). So, the fully interactive architecture resem-
bles the half-modular one in that an error-correction learning rule
creates the reverse pattern of lateral inhibition as well as the task-dic-
tated pattern. In the fully interactive case, however, the reverse pattern
would be as strong as the task-dictated one because the same nodes are
used in both tasks. Any tendency for cat to inhibit dog in production
should also be observed in perception.

C. Empirical Status of Paradigmatic Inhibition

We now turn to an evaluation of the experimental evidence for para-
digmatic lateral inhibition. As we indicated earlier, priming procedures
provide the major source of data on facilitation and inhibition in lan-
guage processing. Therefore, this is where we will look for evidence
concerning the prevalence of inhibition.

Several obstacles stand in the way of a straightforward evaluation of
the evidence concerning lateral inhibition. Chief among them is the fact
we alluded to earlier—that we do not have direct access to inhibitory
mechanisms in language processing. Further, if inhibition exists, it may
well be obscured by concurrent excitatory activation. To take one ex-
ample, the fully interactive configuration we have just considered sug-
gests the possibility that lateral inhibition exists between semantically
related words in perception. Behaviorally, it is well known that cat fa-
cilitates dog in perception, but is this effect purely excitatory, or is it
possible that semantic facilitation merely dominates lateral inhibition?
Another obstacle to the evaluation of inhibition in priming data is that
experimental tasks are not purely perceptual or productive. Rather, they
involve some mixture of these processes. For example, responses in
perceptual priming experiments are productive, and eliciting displays
in production experiments necessarily entail perception. As we shall
see, the mapping between tasks and levels of processing is very difficult
to specify.

Keeping these concerns in mind, our strategy will be to first look for
inhibition in the most clearcut cases, the task-dictated cases for which
all configurations in Figure 2 predict lateral inhibition. Therefore, we
will look for evidence of semantic inhibition in production and for
form-related inhibition in perception. Interestingly, both the possibility
of semantic inhibition in production and of form-related inhibition in
perception have emerged in the literature as counterintuitive phenom-
ena, which goes against the grain of facilitation-based theories of simi-
larity effects. Where we do find evidence of task-dictated inhibition, we




422 Gary S. Dell and Padraig G. O’Seaghdha

will consider whether processes other than lateral inhibition might ac-
count for it. Our analysis suggests that if we do not find lateral inhibition
in the task-dictated cases, we should not find it elsewhere. We will keep
this in mind in evaluating the status of reverse effects—semantic inhi-
bition in perception and form-based inhibition in production.

1. Semantic Inhibition in Production There is now considerable evi-
dence that inhibition may occur between related concepts in the pro-
cess of semantic retrieval. The experimental literature on this topic may
be traced at least as far back as the category-instance experiments of
Loftus and associates (e.g., Loftus, 1973; Loftus & Loftus, 1974). These
experiments measured latency to retrieve the appropriate instance (e.g.,
APPLE) given a category label and a letter restrictor (e.g., FRUIT-A).
Though these early studies found that the second retrieval from the
same category (e.g., FRUIT—A; FRUIT-P vs. VEHICLE-C; FRUIT-P) was
facilitated, later studies found that repeated retrievals from the same
category led to inhibition (e.g., Blaxton & Neely, 1983; Bowles & Poon,
1985; Brown, 1979, 1981; Roediger, Neely, & Blaxton, 1983; Wheeldon,
1989; and see Roediger & Neely, 1982, for a review of other retrieval
inhibition effects). Blaxton and Neely (1983) found inhibitory effects
when subjects generated the names of four category instances prior to a
critical retrieval trial, but not when they read them. This suggests that
prelexical retrieval processes must be engaged for inhibition to occur.
In fact, this rather than the number of retrievals may be the critical
factor. Studies using definition tasks that involve difficult retrieval show
inhibition effects following a single retrieval (see Bowles & Poon, 1985;
Wheeldon, 1989).

Although the evidence suggests that retrieval inhibition in produc-
tion is a real phenomenon, the nature of the effect is not evident. First,
the evidence that prelexical retrieval is involved suggests that the effect
may not be due to inhibition among lexical units. We explore this ques-
tion further in the subsection on reverse effects. Second, the molar in-
hibition is not necessarily mediated by molecular lateral inhibition.
Earlier, we contrasted models of language production with lateral inhi-
bition (e.g., Eikmeyer & Schade, 1991; Stemberger, 1985) and models
that eschew it (Dell, 1986; MacKay, 1987; Roelofs, 1992). In the latter
models, the activation of conceptually related items creates a situation
in which they may compete for selection. The models need only assume
that the decision process is more difficult when more than one exemplar
is highly activated to account for retrieval inhibition. We note that mod-
els that incorporate a differential selection criterion (e.g., Roelofs, 1992)
are better equipped for this purpose. .

In fact, Roelofs (1992) provides one clear case where molar semantic
inhibition in production likely is not solely due to molecular lateral
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inhibition. Roelofs found that picture naming was inhibited by a super-
imposed semantically related word. For example, producing dog to a
picture of a dog was slowed by the word fish printed on the picture.
This result cannot be due to hardwired inhibition between pairs of ani-
mal words, however, because the inhibitory effect is present only when
the interfering word is known to be a potential response in the task.
When fish is not a potential response, semantically related words facil-
itate picture naming. Thus, in this case, the competitive relations are
dynamic rather than hardwired. We suggest that this characterization
may apply generally to semantic inhibition. Similarity-based behavioral
inhibition in production may be a real phenomenon, but we think it
unlikely that the effect is mediated by fixed inhibitory connections
among semantically related words.

2. Form-Related Inhibition in Word Recognition We turn now to the
possibility of lateral inhibition among formally similar words in word
recognition. The notion of lateral inhibition is used in interactive acti-
vation models of visual and auditory word recognition, including those
listed earlier (e.g., McClelland & Rumelhart, 1981; Elman & McClelland,
1986). In addition, the potential for similarity-based competition of the
kind we are considering is directly related to the distributional proper-
ties of lexical neighborhoods (e.g., Andrews, 1989; Coltheart, Davelaar,
Jonasson, & Besner, 1977; Glushko, 1979; Luce, Pisoni, & Goldinger,
1990; Marslen-Wilson & Tyler, 1980; and see Forster & Davis, 1991;
Segui & Grainger, 1990; Slowiaczek & Hamburger, 1992; Taraban &
McClelland, 1987). Although the models proposed in these references
differ in many important respects, all of them conceive of auditory or
visual word recognition as a discrimination problem. From the point of
view of our analysis of similarity, such discrimination is more difficult
in the more highly populated lexical neighborhoods that are inhabited
by many formally similar words. Therefore, independent of other con-
siderations, the potential exists for the growth of similarity-based lateral
inhibition as a function of neighborhood density. ‘
Although we have identified a basis for the existence of similarity-
based lateral inhibition, it is difficult to assess the status of neigh-
borhood density effects for some of the reasons outlined earlier. In
particular, interactive activation models accommodate both lexical fa-
cilitation due to feedback from sublexical representations and inhibi-
tion due to lexical competition, and these effects may be modulated by
other lexical characteristics such as frequency. Therefore, it is difficult
to isolate inhibitory and facilitatory effects of neighborhood structure.
In any case, the empirical picture on this issue is incomplete (but see
Andrews, 1989; Forster, Davis, Schoknecht, & Carter, 1987; Forster &
Davis, 1991). For the most part, priming experiments on form similarity
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have not directly addressed neighborhood structure but have concen-
trated on the related though simpler question of whether formally simi-
lar words (e.g., cat-can) inhibit one another in perception.

As in the category retrieval literature, similarity effects in visual word
recognition were, until recently, viewed as facilitatory (e.g., Hillinger,
1980; Meyer, Schvaneveldt, & Ruddy, 1974; see O’Seaghdha et al., 1992,
for a review). However, Colombo (1986) found that high frequency
words were inhibited by similar primes, whereas low frequency words
were facilitated, and this phenomenon is now well established (see Lup-
ker & Williams, 1987; Peterson et al., 1989).

Although interactive activation models have the potential for mod-

eling frequency-dependent, similarity-based inhibition, models such as
McClelland and Rumelhart (1981) do not. Rather, they postulate across-
the-board, within-level lateral inhibition, which serves the function of
segregating relevant words from competitors. Modifications of interac-
tive activation models that could account for frequency-dependent in-
hibition between similar words can, however, be easily envisaged.
Colombo (1986) proposed that lateral inhibition only applies between
words that exceed a certain level of activation. However, this suggestion
is rather ad hoc and undercuts the role of lateral inhibition in promoting
perceptual sharpening (O’Seaghdha et al., 1992), Our earlier formal
analysis suggests a simpler alternative. If lateral inhibition among simi-
lar words is learned, then the relation of inhibition to word frequency is
a natural result. A high frequency word is more likely to be activated
when it should not be, promoting the growth of inhibition. This analysis
is compatible with Segui and Grainger’s (1990) discussion of relative
prime and target frequency effects and also comports with the evidence
that low frequency but not high frequency words show net facilitation
in high density neighborhoods (Andrews, 1989). The benefits of having
congenial neighbors are balanced by the need to build fences in the case
of high frequency words.

However plausible this scenario may be, the evidence suggests that
acquired inhibitory connections may not in fact account for the empiri-
cally observed inhibition of high frequency words. Peterson et al. (1989)
showed that when primes are forward masked, high frequency target
words are facilitated rather than inhibited. If lateral inhibition between
cat and can were acquired through experience, it should not be affected
by a display manipulation such as masking. Peterson et al. also found
that nonhomographic homophones (e.g., mussel-muscle) produce fa-
cilitation rather than inhibition. Learned similarity-based inhibition
would dictate that homophones should accrue more lateral inhibition
than other words, but in fact they produce facilitation rather than inhi-
bition. Both results suggest that something other than lateral lexical
inhibition—for example, competition for selection at the phonological
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level (Péterson et al., 1989)—determines when behavioral inhibition is
observed. If so, the differential receptivity of high and low frequency
words to their neighbors (Andrews, 1989) may have a simpler explana-
tion, such as that high frequency words are quickly recognized and
therefore do not benefit from orthographic feedback.

Before leaving this topic, we briefly consider one other case, jche in-
hibitory effect of phonetic similarity in auditory word perception re-
cently discovered by Goldinger et al. (Goldinger, Luce, & 1?150111, 1989;
Goldinger, Luce, Pisoni, & Marcario, 1992). In these studies, phoneti-
cally similar words are closest neighbors (defined in terms of a global
index of the confusability of their segments); however, they do not share
any phonological segments (e.g., bull-veer). Gol(.iinger et al. .contr_ast
this kind of similarity with the kind of componential phonologl_cal sim-
ilarity previously discussed (e.g., bull-beer). In auditory word 1dent.1ﬁ—
cation and lexical decision, they find what appears to be a genuine
inhibition effect for the phonetically related words but not for the pho-
nologically related words. This is an interesting resu‘lt: 1.)ut we do not
consider it to be compelling evidence for lateral inhlbltlgn. First, like
other inhibitory effects, it could be accounted for by decision processes
rather than by lateral inhibition (see Goldinger et al., 1992, p. 1233).
That is, interactive activation models without lateral inhibition could
easily account for the effect. Second, the effect appears to be specific to
the auditory modality, and it is evident only when the words are pre-
sented in noise. This suggests that the effect may be due to the confusa-
bility of the phonological constituents of primes and ’Fargets rather than
to the proximity of the words in an amodal lexical nelghborhood:

Thus far, we have found good behavioral evidence for task.—(.hctated
competition based on similarity. This suggests that the conditions for
the growth of lateral inhibition are present. Howex_/er, .w.e'hav‘e foux}d
little unqualified support for the existence of latelz‘a'l inhibition, 1ts.elf, in
language processing. In production, lateral inhibition may occur in the
mapping from concepts to words, but effects of lateral inhibition can
also be accounted for as competition for selection. The case for 1at(?ra1
inhibition among formally similar words in perception, as we have just
discussed, is also weak. Our conclusions do not, of course, rule ogt ’Fhe
existence of lateral inhibition, but we suggest that its role in explaining
similarity-based behavioral inhibition is limited. R

In general, resolution of the status of intralevel. lateral 1I}h1b1t1on de-
pends on the ingenuity of experimenters in defining experlm.ente.ll .tests
that both address identifiable levels and test directly for inhibitory
mechanisms. For example, Frauenfelder, Segui, and Dijks’gra (1990) con-
ducted a direct test of lateral inhibition at the phonemic Ieyel of E.l'
man and McClelland’s (1986) TRACE model of speech perception. Their
conclusions were negative. Likewise, Marslen-Wilson (in press) reports
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a test of lexical-level inhibition in auditory word recognition as a func-
tion of the density of lexical neighborhoods. Marslen-Wilson argues that
the evidence speaks against lateral inhibition, but in favor of bottom-up
inhibition. We cannot evaluate these studies in detail here. Rather, we
cite them as examples of the kind of work that may eventually resolve
the status of lateral inhibition.

3. Reverse Effects In the absence of strong evidence of task-dependent
lateral inhibition in production or perception, the status of the reverse
effects we considered earlier is even more difficult to evaluate. The re-
verse effects are semantic inhibition in perception and form-related in-
hibition in production. We now consider each of these in turn.

To our knowledge, the work of Dagenbach and Carr (Dagenbach, Carr,
& Wilhelmsen, 1989; Carr & Dagenbach, 1990; Dagenbach & Carr, this
volume) provides the only well-documented case of semantic inhibition
in perception. Briefly stated, Dagenbach et al. made the nonintuitive
discovery that the nature of the task used during a threshold-setting
procedure influenced the effect of masked semantically related primes
in subsequent priming trials. Specifically, when semantic similarity
judgments were made during the threshold setting procedure, semanti-
cally related masked primes subsequently produced inhibition (see
Dagenbach & Carr, this volume). This is not the kind of reverse effect
our theoretical analysis requires however. According to Dagenbach et
al. (1989), it is more akin to the kind of retrieval inhibition we discussed
in the context of production than to the kind of hardwired lexical in-
hibition that might arise in a shared architecture for perception and
production. The threshold-setting procedure appears to influence the
operation of early retrieval processes, the same retrieval processes that
are involved in mapping from concepts to words in language produc-
tion, and the inhibitory effect appears to take place at this level rather
than at the level of word representations. In addition, the effect, like
other inhibitory effects on retrieval we have considered, is dynamic and
transient rather than hardwired.

The other reverse case we are interested in is form-related inhibition
in production. Given our negative conclusions with regard to form-
related lateral inhibition in perception, it would be surprising to find
clear evidence in production. However, there are several relevant cases
to consider.

Meyer and Gordon (1985) found that similar phonemes inhibit in
production, a potential instance of reverse similarity-based inhibition.
They attributed the effect to lateral inhibition between similar pho-
nemes that arises from bottom-up feedback from features to phonemes.
When planning to produce a particular segment, say /b/, one needs to
inhibit similar segments such as /d/ that are activated by feedback from
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shared features. Thus, they suggest that the effect is due to feedt.)ack at
the phonological level. In this sense, Meyer and Gordon are opting for
true lateral inhibition and, particularly, for an explanation of reverse
effects as in our half-modular architecture, where the relevant levels are
the phonological feature and the phonological segment, rather than seg-
ments and words. This is an appealing account and is, as well, the only
instance in the literature of an explanation of molar-level reverse inhi-
bition in terms of lateral inhibition needed to overcome bottom-up feec‘l-
back. However, as with other simple molar effects of inhibiti(?n, there is
no compelling need to postulate acquired inhibitory connectilons.
Sevald and Dell (submitted) have shown that the productl'on of th-
nologically similar word pairs has an inhibitory component 1f.t1.1e. simi-
lar sounds are word-initial. However, they attribute the inhibition ’to
competition at the phonological level (in the spirit of Peterson et' al s,
1989, explanation of form-related priming), rather than to lateral inhi-
bition between formally similar word nodes. There are several 'other
examples of form-related inhibition in production. F{)r example, it has
been suggested that tip-of-the-tongue states may be induced by form-
related competitors (Jones & Langford, 1987; Woodworth, 1938), but
Meyer and Bock (1992) and Perfect and Hanley (1992) have shown that
this conclusion may be premature. Bock (1987), Levelt et al. (1991), and
Dell and O’Seaghdha (1992) discuss several more C(.)mplex cases. How-
ever, the examples we have considered are sufficient to de.mox}sjcr_ate
that there is little basis for attributing behaviorial form-based inhibition
in production to lateral inhibition. o
Overall, our review of paradigmatic inhibition redu'ces_ to two key
points. An abstract analysis shows that, in principle, similarity-based
lateral inhibition could be acquired from experience. A survey of exper-
imental studies, however, finds no clear-cut demonstratio'n o.f t.h‘e exis-
tence of such inhibition. The cases of molar or behavioral inhibition we
have reviewed either have an alternative explanation or can be ac-
counted for by interactive activation models that dp not involve 1.ater-al
inhibition. Lateral inhibition is still a viable candidate explz}natmn in
the latter cases. Demonstration of its existence, however, remains a chal-

lenge for experimenters.

V. SYNTAGMATIC PROCESSES

Syntagmatic decisions involve the serial order of 1inguistig items. In
activation-based models of production, these decisions require the. ac-
tivation in correct sequence of the units representmg. the items. First,
we consider noncreative syntagmatic decisions in Whlc_:h the sequence
is already known; for example, the order of the sounds in a word or the




428 Gary S. Dell and Padraig G. O’Seaghdha

order of words within a formulaic or idiomatic phrase. Then, we turn to
the more complex issues of creative sequencing.

A. Noncreative Syntagmatic Decisions

The earliest accounts of sequencing, chain associative models, used
forward excitatory associations. Each item in a sequence excited its suc-
cessor. For example, in producing the word cat, /k/ excites /&/, which
then excites /t/. The problems with the simplest kind of chain associa-
tion are well known (Lashley, 1951; see MacKay, 1987, for review). If all
of the sequences make use of the same elementary units, the associative
chains are completely lost: /k/ not only has an association to /&/, but to
lots of other sounds as well. As aresult, there is no way to choose which
association to follow. Hence, there has to be some kind of plan or goal
that controls which associations are followed, or which units are con-
sidered. We consider two proposals for how such plans might be repre-

sented, Estes’ (1972) hierarchical scheme and Jordan’s (1986) recurrent
network.,

1. Estes’ Hierarchical Model Estes (1972) based his theory of the long-
term representation of serial order on a hierarchical organization. Con-
tiguous elementary response units form chunks, and contiguous chunks
form higher level chunks (see Figure 3). A chunk unit such as cat tends
to excite its constituents, /k/, /ee/, and /t/. Each constituent unit inhibits
all of the others that follow it, for example, /k/ inhibits /a/ and /t/.

——= Excitatory
——@ |Inhibitory

~——@ Delayed connections

FIGURE 3

The Estes model of the long-term storage of serial order, CAT is the chunk or plan unit. Its
activation triggers the sequential production of its three sounds.
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Moreover, each unit enters a period of self-inhibition after it has become
sufficiently active to be produced.

Let us consider how serial order is regulated by this scheme. First,
cat begins to activate /k/, /e&/, and /t/; /t/, and to a lesser extent /e/, are
inhibited by earlier units and, hence, initially only /k/ sustains its activ-
ity. After /k/ reaches a predetermined threshold and is produced or
promoted to the next level of processing, it undergoes self-inhibition.
As aresult /e/is disinhibited, becomes the most active constituent, and
is in turn selected. Finally, /t/ is selected in the same manner.

The Estes scheme is admirably simple and can explain a number of
findings in serial learning. In particular, it offers an account of why
chunk sizes of three lead to better retention than others. Organizing a
sequence into chunks of three requires fewer connections within and
between the chunks,

2. Jordan’s Recurrent Network Another general solution to represent-
ing stored syntagmatic relations was offered by Jordan (1986). The
scheme includes both a plan and a context that changes throughout the
execution of the plan, and allows the plan and the context to combine
in a nonlinear fashion in determining what unit is to be produced next.
Figure 4 shows the design of the system, which contains three layers:
an input layer, which includes the plan and the context, a hidden layer,
and an output layer. As in many models of this sort, the activation value
of each node is a sigmoidal function of its inputs. The figure shows an
illustrative network with three possible plans, the words cat, act, and
tack, each associated with a single input unit. There are three output
units, one for each segment. Connections can be either excitatory or
inhibitory and run from the plan units, through the hidden units, to the
output units. There are no within-level connections and no interactive
feedback connections in the conventional sense, so the architecture is
at least superficially very different from an interactive activation net-
work. The connection weights are set by a learning algorithm such as
back-propagation. The novel component of Jordan’s approach is the
addition of a set of context or state units that serve, technically, as input,
but are actually derived from the previous output of the network (see
Figure 4). Each context unit’s activation is a function of that of a corre-
sponding output unit and its own previous level of activation.

Serial order is produced because the pattern of activation among the
context units changes as the sequence is produced, and this pattern can
combine nonlinearly with the plan to control the output. When the plan
is to produce cat, the plan units are activated appropriately, say 1 unit
of activation. for cat, and none for the other plan units, and the context
units have no activation. Under these circumstances, the model’s con-
nection weights are tuned by the learning process, so that activation
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CONTEXT

0o 8

HIDDEN OOOO

OUTPUT

potential connections from all units to all
’ units; modifiable by learning

——» fixed weight excitatory connection
FIGURE 4
A Jordan network for producing cat, tack, or act,

flows from the input to the /k/ output unit. Having produced the first
sound, each output unit sends activation to its corresponding context
unit. Assuming that the output was in fact /k/, the context unit for /k/
acquires some activation. At this point, there is another forward spread
of activation from input to output. Although the plan has not changed
(the cat plan unit is still active), the context is different from what it was
at the beginning of the word. The network “knows” that it has just
produced /k/, and therefore it now learns to produce /&/. Thus, as long
as the context keeps changing, the network knows where it is in the
sequence.*

*Even if there are repeated items in the sequence, no problem arises because the context
is not just a copy of the previous output, it is a function of the previous output and the
previous context.
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The Estes and Jordan systems are similar in that both embody mech-
anisms for relating a stored plan to a sequence by means of spreading
activation through excitatory and inhibitory connections. Also, both
embody a hierarchical organization. An element produced in a se-
quence can, itself, be a plan for another constituent of the sequence—an
essential feature for a language production model. In the Estes model,
there are two particular kinds of inhibition: asymmetric lateral inhibi-
tion, in which each output unit inhibits those following it, and delayed
self-inhibition, the tendency for each node to turn itself off after it has
been fully activated. These two functions are accomplished in Jordan’s
model by the way the activation on the context units combines with that
of plan units. But the actual mechanisms—for example, the extent to
which inhibition is used—are not stipulated in the model. The learn-
ing process determines the configuration of excitation and inhibition.
Therefore, the extent to which inhibition is used depends heavily on
the structure of the set of sequences that is learned.

3. The Generalized Estes Model Let us consider the relation between
the two models in more detail. Figure 5 shows a three-unit network that
illustrates what we call the generalized Estes model. It consists of a plan
unit for the sequence AB, a response unit A, and a response unit B. The
network has top-down connections from the plan unit to each response
unit, and has two kinds of lateral and self-connections—immediate and

immediate

P> . connection
delayed

> connection

FIGURE 5

The generalized Estes model. Activation of the plan AB results in the activation of A and
the inhibition of B, then the activation of B and inhibition of A, and finally the inhibition
of both A and B. Excitation versus inhibition is not specified.
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TABLE 1

List of Connections in the Generalized Estes Model
AB—A Chunk to first unit

AB—B Chunk to second unit

AoA Immediate self-connection for first unit
BB Immediate self-connection for second unit
A—B Immediate forward lateral

B—oA Immediate backward lateral

A—A(d) Delayed self-connection for first unit
B-B(d) Delayed self-connection for second unit
A—B(d) Delayed forward lateral

B—A(d) Delayed backward lateral

delayed. Immediate connections send activation at time step £, based on
the activation of the source node at t — 1. Delayed connections send
their activation based on the source node’s activation at some earlier
time step. The entire scheme has 10 potential connections, which are
listed and labeled in Table 1.

The serial order of a two-unit chunk can be produced in several ways
using this generalized model. For example, a simple forward chain asso-
ciation model might have excitatory connections AB—A and A—B(d),
and delayed self-inhibition A—A(d) and B—B(d). Assuming that the
delayed connections have a lag of four time steps, and that one starts by
activating AB, this configuration will activate A and then after four time
steps, turn A off and activate B, which will, itself, turn off after four time
steps. At this point, the plan has been executed and AB is turned off.

The original Estes approach can be characterized by the following
constraints on the connections: AB—A and AB—B are excitatory and
equal in strength (symmetric chunk connections); A—B is inhibitory
(immediate forward inhibitory connection); and A—A(d) and B—B(d)
are inhibitory (delayed self-inhibition)}. It is also in the spirit of Estes’
discussion that activation tends to persist in a node over time. This can
be represented by immediate self-excitation (A—A and B—B are excit-
atory). All other connections are null. We can make this more concrete
by working through an example. Assume that at each time step, each
node i possesses an activation value A(i) between 0 and 1 with a resting
level of .5, and that the activation of a node is a sigmoidal function of its
input. Specifically, for each time step,

A(l) = 1/(1 + exp(—input 1))
and
input (1) = ZA()w;
whete w; is the connection strength from node j to node 1.

]
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TABLE 2
Production of a Two-Item Sequence by the Generalized
Estes Model
Time step Activation of A Activation of B
1 .88 .88
2 .88 18
3 .94 .10
4 .94 .07
5 .18 .03
6 .09 T2
7 .04 90
8 .03 .93
9 .55 .94
10 .30 07
11 51 .09
12 .57 .03
.13 0 .02
14 .20 37
Connection weights; AB—A, AB—B =2
A-B=-5
A—-A,B5B=1
A->A(d)=—5
B-B(d) = -1

Suppose that the goal is to turn on A and then B, where “turn on”
means that a node has an activation of greater than .6 for four time steps
in a row. If we assum@ that the chunk node is given an activation level
of 1 for nine time steps and that the delay connections send activation
after a lag of four time steps, the set of connection weights shown in
Table 2 will achieve the goal: A is activated for steps 1 to 4, and B is
activated for steps 6 to 9. After that, nothing turns on, but the activation
levels continue to oscillate with diminishing amplitude.

The generalized Estes model can be shown to be a kind of Jordan
network by placing the nodes in the Jordan configuration shown in Fig-
ure 6. The AB node is a plan unit, A and B are output units, and a, b,
a{d), and b(d) are context units. As in the basic Jordan network, the
context units derive their activation from the output and they then serve
as input during the next time step. The a and b context units copy the
activations of the A and B units, respectively, and the a(d) and b(d)
context units store the activations of the A and B units four time steps
earlier. A further characteristic of this network is that there are no hid-
den units—each input unit (the plan and context units) has a potential
direct connection to each output unit. Thus, the network’s 10 input—
output connections correspond to the 10 connections presented in Table
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PLAN CONTEXT

OuTPUT - ——— % modifiable by learning
———— copies activation immediately
— — —» copies activation four time
steps in the future
FIGURE 6

The generalized Estes model expressed as a Jordan network with both immediate and
delayed context units. Excitation versus inhibition is not specified.

1 and Figure 5. The connections from the a and b context units represent
either immediate lateral connections (as in a—B or b—A) or immediate
self-connections (a—>A or b—B). Those from the a(d) and b(d) context
units to the output units are the analogous delayed connections. The
two configurations are computationally equivalent when it is further
stipulated that a single time step involves the spread of activation from
input to output and the updating of the context units’ activations.

4. Learning in the Generalized Estes Model We are now in a position
to use the learning aspect of the Jordan network to investigate how the
inhibitory configuration of the Estes approach might be acquired. In the
section on paradigmatic decisions, we speculated that lateral inhibition
might grow in response to an error-correcting learning rule. Jordan’s
network sets connection weights by this kind of rule. We will use the
simplest version of an error-correcting rule: The change in weight from
an input unit i to an output unit j is

G(tl - aj)ai

where € is the learning rate, £, is the target activation of an output unit,
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a;is its actual activation, and g, is the input unit’s activation. We set € to
0.1, a moderately small value. Small values are associated with a greater
probability of eventual success in learning but have, of course, the dis-
advantage of requiring many trials.

The original Estes model used immediate forward lateral inhibition
and delayed self-inhibition. To find out if these inhibitory relations
would be learned, we started by giving the network in Figure 6 the task
of learning to produce A for four time steps (target activation of A = 1
and B = 0), B for four time steps (A = 0 and B = 1), and then neither for
four more steps (A = 0 and B = 0). The AB unit was turned on for the
first eight time steps. The network was required to fit the original Estes
mold in that its AB—>A and AB—B connections were fixed at a weight
of +2.0 and it could have no lateral delayed connections [a(d)—B and
b(d)—A were fixed at 0]. Further, each output node was given a small
persistence of activation by means of fixed immediate self-excitation;
a—A and b—B were fixed at 1.0. Only the immediate lateral connections
and delayed self-connections were modifiable by the learning process.
After 200 trials, the network learned to produce the sequence about as
well as the generalized Estes network configuration shown in Table 2,
and it did, indeed, use asymmetric lateral inhibition (a—B = —4.25
and b—A = —2.55), and delayed self-inhibition [a(d)-A = —7.30 and
b(d)—»B = —.83].

Would the model discover the original Estes configuration if it were
not constrained to have identical top-down connections and no delayed
lateral connections? The answer to this question is negative. If all con-
nection weights are initialized to zero and are modifiable by learning,
the network becomes extremely accurate, much more so than in the
constrained case, and its weight configuration exhibits the following
variety of serial order devices (see Table 3):

1. Asymmetric top-down connections: The chunk node favors the
first item by exciting it and inhibiting the second item.

2. Immediate lateral inhibition: Each response node tends to turn the
other off.

3. Excitatory chaining: The first response tends to turn on the second
one at a delay. '

4. Backward delayed inhibition: The second response turns the first
one off at a delay.

5. Delayed self-inhibition: This device is the same as in the original
Estes model.

One other important feature of the unconstrained model is that the
weight pattern shown in Table 3 is stable. That is, regardless of the
initial values of the weights, the learning process arrives at a similar
configuration. For example, if the weights are initialized to the same
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TABLE 3
Results of Learning to Produce a Two-Unit Sequence
Time step Activation of A Activation of B
1 .90 28
2 94 .06
3 .96 .07
4 .96 .07
5 13 .82
6 .03 .95
7 .02 .95
8 .02 .96
9 .01 .06
10 .02 .07
11 .02 .07
12 .02 .07

Connection weights (after 100 trials):

Plan to output: AB—A = 2.17; AB—B = —0.93;
Immediate self-connections: a—A = 1.10; b—B = — 1,19
Immediate lateral connections: a—B = —1.66;b—A = —1.76;
Delayed self-connections: a(d)—»A = —4.42;b(d)-B = ~2.78
Delayed lateral connections: a(d)—B = 5.58; b(d)>A = —3.84

magnitudes but are assigned to the opposite directions to those shown

in Table 3, learning still brings them back close to the configuration
shown in the table.

5. Different Orders of the Same Elements We have shown that the
Estes model can be expressed as a special kind of constrained Jordan
network. In addition, some -of the features of an Estes model, particu-
larly its use of inhibition, can be acquired by the kind of learning that
characterizes a Jordan network. We now turn to the real challenge for
serial order models: Can these networks handle the serial order relations
required in a model of language production? It turns out that neither the
original nor the generalized Estes model is capable of storing the non-
creative syntagmatic relations required to produce the phonological seg-
ments of words.

If we assume that phonological segments are response units, there are
many cases where anagramlike permutations of the same elements com-
" prise several different words. As MacKay (1987) pointed out, Estes’ orig-
inal model fails in these cases. For example, in the case of the words oat
and toe, the order of /t/ and /o/ is indeterminate. The problem can be
understood by recalling that the plan unit in the Estes model only acti-
vates a set of constituents, leaving the constituents, themselves, to sort
out their order. Consequently, if there is more than one order associated

i
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with the set, the model fails. When /o/ and /t/ are activated, each des-
perately tries to inhibit the other: /t/ attempts to inhibit /o/ because of
the existence of toe, and /o/ does the same to /t/ because of oat. One
might think that the problem could be solved by relaxing the constraint
that the plan signal each constituent equally (identically weighted top-
down connections), as we did with the generalized Estes model. So, for
example, perhaps the connection from toe to /t/ would be stronger than
that from toe to /o/, and the reverse would be true for oat. Unfortunately,
this will not work either. If we attempt to learn a set of weights in the
generalized framework from two plans, AB and BA, to the sequences, A

.B stop, and B A stop, respectively, the weight changes never make prog-

ress toward a solution. It is not difficult, though, to learn weights to
store other pairs of sequences, such as AA and BB, or AB and BB. It is
the anagram case that presents the problem. :

The difficulty that both the original and the generalized Estes models
experience with storing different sequences of the same elements is re-
lated to the well known intractability of the exclusive OR (XOR) prob-
lem in a two-layered network (Minsky & Papert, 1969; Rumelhart el al.,
1986). The XOR problem is the classic example of a mépping that re-
quires the computation of an interaction or nonlinéar combination of

* inputs. The expression p XOR gq is false when p is false and q is false,
and when p is true and q is true. If one identifies “true” with an activa-

tion of 1 and “false” with 0, and sets up a netwbrk of two inputs, one
each for the truth values of p and g, and one output unit that is supposed
to compute p XOR g, one cannot find a set of weights that performs the
computation (assuming that output activation is monotonically related
to net input). This can be illustrated geometrically by imagining an in-
put plane whose dimensions are the activation of the input units p and
q. Two points in the plane (0,0) and (1,1) require an output of 0, and two
points (0,1) and (1,0) require an output of 1. The intractability of the
problem is seen in the fact that the points associated with an output of
0 are not in a region of the plane that can be separated by a straight line
from the region associated with an output of 1. When inputs requiring
different output values of the same output unit can be separated by a
straight line (or plane or hyperplane in higher dimensional input
spaces) and this is true of all outputs, the problem is linearly separable.
Problems such as XOR are therefore not linearly separable. In general,
two-layered networks can only store sets of input—output pairs in which
similar inputs lead to similar outputs. The input patterns that should
turn on a given output unit must fall in a region of input space that is
linearly separable from the ones that should turn that unit off.

The difficulty of the generalized Estes model with anagrams arises
because it is a two-layered model—it has no hidden units—and the task
of dealing with both AB and BA is not, as we have defined it, linearly
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TABLE 4
The Problem with Anagrams®
Input units
AB BA a(d) b(d)
Output unit for B should be
ON
Beginning of BA 0 1 0 0
Middle of AB 1 0 1 0
OFF
Beginning of AB 1 0 0 0
Middle of BA 0 1 0 1
End of AB 0 o] 0 1
End of BA ] 0 1 0
Solution with hidden unit
AB BA a(d) b(d) ABa(d) Net input to B
Connection weights to B - + - —— +++
Output for B should be
ON
Beginning of BA 0 1 0 0 0 +
Middle of AB 1 0 1 0 1 +
OFF
Beginning of AB 1 0 0 0 0 -
Middle of BA 0 1 0 1 0 -
End of AB o 0 0 1 0 -
End of BA 0 0 1 0 0 -

“Beginning = prior to time step 1; middle = prior to step 5; end = prior to step 8.

separable. Table 4 provides some insight into the task. We can specify
the input space in terms of four dimensions corresponding to the two
plan units, AB and BA, and the two context units a(d) and b(d).* We
focus only on the output unit B and consider when it should be on. The
table presents six moments defined by three locations in the input pat-
terns AB and BA. To illustrate the difficulty, let us attempt to determine
which connections from the input units to B should be excitatory and
which should be inhibitory. First, the connection BA—B must be excit-
atory because BA is the only input unit on at the start of a BA sequence.
Similarly, AB—B must be inhibitory to turn B off at the beginning of AB.
Finally, both a(d)—B and b(d)—B must be inhibitory to turn B off at the

*For simplicity, we are not considering the a and b immediate context units. Only certain
key times in the production of the sequences are being examined and, at these times, the
activation of a equals a(d), and b equals b(d). Consequently, the immediate context imnits
are redundant and do not expand the input space.
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end of BA and AB sequences, respectively. However, these connections
don’t work for the middle of AB, where the net input from the connec-
tions that we have specified thus far is strongly inhibitory and it should
be excitatory, and for the middle of BA where the net input is neutral
and it should be inhibitory. The latter difficulty can be fixed by making
b(d)—B doubly inhibitory so that the excitatory contribution of BA—B
is overwhelmed. But there is no such quick fix for the middle of AB. In
essence, this is the multidimensional analogue of the XOR problem.

The problem can be solved by adding another unit, one that only
turns on when AB and a(d) are on. Then, a triply strong excitatory
weight from the new unit to B will permit B to correctly turn on in the
middle of an AB sequence and, generally, will allow B to be turned off
and on when it should. This new unit thus must obtain activation from
the input units and, in turn, send activation to the output unit B. So, it
is effectively a hidden unit. Adding one or more hidden units to a two-
layered model is the only way to implement a mapping that is not lin-
early separable.

The standard Jordan network, unlike the generalized Estes model, is
set up with a layer of hidden units just so that complex sets of sequences
can be stored. Although the actual use of hidden units will be deter-
mined by the patterns to be learned and architectural constraints, the
hidden units will come to encode nonlinear combinations of inputs. It

.is as if the plan unit in the Estes model not only signals which items are

in the sequence, but also tells which particular connections among the
items should be followed for a particular plan.

One very interesting way that an extra layer of units can be used is as
a competitive filter. Houghton’s (1990) competitive cueing model uses
three layers of units: plan and response units analogous to what we have
discussed thus far, and a third layer that uses very strong lateral inhibi-
tion to resolve competition. Specifically, suppose that there are two plan

* units, AB and BA, connecting to two response units, A and B. In Hough-

ton’s model, the plan units use asymmetrical top-down excitatory con-
nections to simultaneously retrieve all of the responses for a given plan,
such that response activation is a function of position in the plan. For
example, the first response is more active than the second. The activa-
tion from the response units is then passed on to the competitive filter
layer, which, for our simple example, would contain units A" and B A’
would receive excitatory input from A, and B' from B. In the filter layer,
A’ and B' strongly inhibit each other so that only one of these units, the
one whose response unit had the most activation, is activated and the
other is inhibited. This constitutes the selection of the first unit. Then,
the single activated filter node strongly inhibits its corresponding re-
sponse unit with the effect that it is no longer activated. At this point,
the most highly activated response unit is the one that was next most
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strongly signalled by the top-down connections and so the competitive
filter will then select this next unit, and so on.

Notice how the model solves the anagram problem. AB would ini-
tially excite both A and B, but A would be more activated. There is no
need for either A or AB to inhibit B because this is accomplished in the
filter layer, where A' ends up with all the activation and B' is inhibited.
Then, after A' inhibits A, B' will win in the filter, leading to the produc-
tion of B. Finally, B is inhibited by B' shutting everything down. If BA
is the plan, everything works the same way except that the top-down
connections favor B over A. In general, the competitive cueing model
works because it separates the competitive interactions (in the filter)
from the retrieval of the items of the plan (in the response units). This
makes it possible for order to be stored in the connection weights from
plan to responses. Although the competitive cueing model is very dif-
ferent from Jordan’s model (e.g., it uses different learning rules), there
is, we believe, also a deep similarity. Both allow for the storage of any
order because the decision to output an item at a particular time is
determined by a nonlinear combination of plan information (plan-to-
response connections in Houghton’s model) and contextual information
(context units in Jordan’s model, the activated state of the response and
filter units in Houghton’s model).

Variations on Jordan’s network, particularly those developed by El-

man (1989, 1990), have been used with some success in accounting for

the facts associated with the storage of phonological sequences, facts
about coarticulation (Jordan, 1986), phonological speech errors (Dell
et al., 1993), and other linguistic patterns (e.g., Corina, 1991; Gasser &
Lee, 1990; Hare, 1990). As we turn to creative syntagmatic relations,
however, we will see that the applicability of these kinds of networks to
language is controversial.

B. Creative Syntagmatic Relations

A central feature of any language production model is that it must
allow for the production of novel sequences. The creative component to
language is most obvious in the need to combine words to produce
novel sentences, although the ability to build new words out of existing
morphemes and phonological segments is an important part of the cre-
ativity in many languages.

Activation-based systems that retrieve order from chunks, such as the
generalized Estes model, are limited to reproducing learned orders and,
hence, are not equipped to create novel orders. As we have just dis-

cussed, the problem is that these systems attempt to order content di- -

rectly by stipulating connections in advance. For example, the chunk
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big-dog must be stored in memory if big and dog are to be produced in
sequence. To overcome this restriction, the schemata, rules, or struc-
tures that regulate order must be represented separately from the con-
tent items that they operate on. So, rather than directly storing the
sequence big-dog, there needs to be an independently represented rule
that says that things in the category ADJECTIVE come before things in
the category NOUN. Then, it is possible to produce both familiar (big
dog) and unfamiliar (tiny aardvark) content sequences. The only serial
order that need be stored is the order of the linguistic categories.

The separation of linguistic rules or structures, which bear the pri-

. mary responsibility for order, from linguistic content is a major tenet of

linguistic and psycholinguistic theory. Every model of language produc-
tion, including those that are based on spreading activation, employs
structural frames or other generalizations that operate on linguistic cat-
egories, not individual items (see Levelt, 1989, for a review), These
frames enable the system to order items creatively. To illustrate, we now
consider two related activation-based models. The first is MacKay'’s
(1982, 1987) model and the other is a model that has emerged from the
recent work of Berg, Schade, and Eikmeyer (e.g., Berg & Schade, 1992;
Eikmeyer & Schade, 1991). The latter model is similar in many respects
to the earlier model of Stemberger (1985).

1. MacKay’s Model MacKay’s use of structural and content nodes in
production is illustrated in the top of Figure 7. Although we focus only
on MacKay’s treatment of creative syntagmatic processes in language
production, it should be recognized that the entire theory deals with
perception as well as production, learning as well as performance, and,
moreover, applies to nonlanguage phenomena as well. The model is a
network with nodes organized along two dimensions. First, there are
levels of processing corresponding to conceptual (including the word
and phrase level), phonological, and motor levels. The figure shows
only the conceptual level. Second, there is a distinction between con-
tent nodes, which are organized hierarchically and represent particu-
lar phrases, words, syllables, syllabic constituents, segments, and so
on, structural nodes, which represent linguistic categories and ordered
relations among the categories, and timing nodes, which control the rate
of activation of the structural nodes. The figure shows only content and
structural nodes.

The production of a sequence such as the girl starts with the activa-
tion of the content node for the entire phrase. One can think of this
phrasal content node as representing the complex concept of GIRL (sin-
gular, definite). Many such complex concepts will already be in mem-
ory. Others, such as green cows will be the product of inferential
processes (e.g., what happens when you drop a load of green paint from
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STRUCTURAL NODES CONTENT NODES

»{ The girl

all nodes | phonological
self-inhibit after activation nodes

-—— excitation

——@ inhibition
FIGURE 7

Models of creative syntagmatic decisions in production, MacKay (1982) top and Eikmeyer
and Schade (1991) bottom.

a plane onto a dairy farm?) or perceptual processes (e.g., from the un-
likely event of seeing green cows). Thus phrasal nodes are assumed to
exist prior to the sequencing of their words. For our example, we will
label the phrasal node as “the girl,” even though it is not, itself, a se-
quence of words. When the girl is activated, it primes the content nodes
for the and girl, and the structure nodes det and N. Recall that, as pre-
viously mentioned, MacKay distinguishes between the activation of a
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node, which is characterized by a sustained and very high level of acti-
vation, and priming, which involves lower levels of activation. The
structure nodes also receive priming from a timing node. Because det
inhibits N, the net result is that priming builds up most quickly on the
structure node det and it becomes activated. The activation of det
primes the content nodes for all possible determiners and, in the case of
the, the summation of priming from det and the girl is sufficient to
activate it. After each node is activated, it enters a period of self-inhibi-
tion. So after det is activated, it is inhibited, and now the structure node
for N can become activated when the timing node primes it. The acti-
vated N node then primes all the content nodes that it connects to, that
is, all nouns, and girl becomes activated because of its extra source of
priming from the girl. ‘

There are several important characteristics of MacKay’s approach
from our perspective. One is that the relation between the girl and det
and N in the model is just like that in the Estes model. Serial order is
controlled by a hierarchical chunk and by immediate forward inhibi-
tion. Moreover, each node undergoes self-inhibition after it is activated.
Does the model, then, experience the same difficulties that the Estes
model does when there are different orders involving the same items?
MacKay avoids this problem by means of additional features in his
model. First, ordered relationships are not marked on the content nodes,
but rather on the structural nodes. It turns out that there is much less
need to worry about different orders of the same nodes at the structural
level. For example, the only ordering involving determiners and nouns
is det, N. However, this cannot be the entire solution because there are
cases in which different orders of the same linguistic categories do oc-
cur. At the phonological level, for example, there are syllables com-
posed of the categories C (consonant) followed by V«(vowel), as well as
the reverse. MacKay’s solution is to treat the structural nodes not as
strict linguistic categories such as vowel, corisonant, adjective, or noun,
but rather as sequentially defined categorical domains. For example, the
category of C in the case of a CV syllable would belong to the domain
onset, whereas the C in a VC syllable would belong to the domain coda.®
Hence, the same response units are not used. Some evidence that cate-
gories are sequentially defined comes from the fact that phonological

* speech errors tend to involve onsets replacing other onsets, and codas

replacing codas (MacKay, 1970). So, although MacKay makes use of the
Estes configuration, he does so in a way that avoids the difficulties.

The absence of lateral inhibition among competing alternatives at the
content level is another feature of MacKay’s model. As we mentioned

sMacKay's use of rhymse units intervening between syllables and segments also helps to
avoid the problem; a thyme unit dominates a coda, but not an onset.
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earlier in our discussion of paradigmatic selection, this is compensated
for by MacKay’s notion of activation. When priming builds up in several
nodes within the same categorical domain (e.g., girl, boy), itis stipulated
that only the first one to reach an activation threshold becomes acti-
vated. And when a node achieves activated status, it is given an activa-
tion level much greater than what can be achieved by mere priming. To
make this¥ ore concrete, assume that priming can build up to a level of
50 units of éxcitation. The first node in a domain to get to 50 becomes
activated and immediately ups its excitation level to 100 units. Further-
more, every other node in the domain is then prevented from being
activated and, hence, cannot exceed 50 units of excitation. The effect of
this is very similar to what might be achieved by lateral inhibition
within a domain. In general, MacKay’s model, like models with lateral
inhibition, has the property that few nodes can be highly active at
once. Only one node from a domain can achieve an activated state and
the sequential nature of the structure nodes largely ensures that nodes
in. 01.11y one domain at a time are building up appreciable levels of
priming,

In sum, MacKay’s model deals with creative syntagmatic decisions
by a combination of noncreative syntagmatic mechanisms, such as the
Estes sequencing schema, that operate on structurally defined catego-
ries, paradigmatic decisions among competing content items, and links
between the two mechanisms. This solution is, in gross terms, quite
similar to that adopted by other activation-based models. The model of
Eikmeyer and Schade (1991) presented in the bottom of Figure 7 can be
used to illustrate some dimensions of difference.

2. The Eikmeyer and Schade Model The first difference between Eik-
meyer and Schade’s (1991) model and that of MacKay (1982, 1987) is
that the structural nodes are ordered by forward associative chains
rather than by the Estes configuration. The content node for the girl

x.cites the content nodes for the and girl, and it also excites an appro-
priate syntactic node for NP1. The syntactic node then excites the first
category of the sequence, Det. Det sends activation to all possible deter-
miners (as in the MacKay model) and to the next category N, and.so on
until a special NP-end node is reached. The sequencing of categories is
achieved via a combination of forward excitatory connections and self-
inhibition. The higher level structure nodes (e.g., noun phrases) do not
stand in a hierarchical relation to their sequential constituents, but
rather serve as starting states (see Dell, 1988, for a similar configuration).
As we showed earlier, this kind of serial order device will not work
when units participate in more than one chain. Eikmeyer and Schade,
therefore, used different units for different chains, as shown in Figure 7
for det N and N.

]
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Amnother difference between the two models concerns lateral inhibi-
tion. Eikmeyer and Schade use lateral inhibition between competing
sequential chains, as shown in the figure by the lateral inhibition be-
tween NP1 and NP2, and between all content units at a particular level,
as shown in the lateral inhibition among the word units. This inhibition
ensures that only one sequence at a time controls behavior and that only
one content item becomes highly activated. It gives lateral inhibition a
role in both planning and producing a sentence. Not only do girl and
boy, traditional paradigmatic competitors, inhibit one another, but also
girl and the inhibit one another because they are words in the intended
utterance. According to Berg and Schade (1992), this kind of arrange-
ment allows for the planning or subthreshold activation of all of the
words in an utterance. During planning, lateral inhibition keeps the
activation of each intended word low, but during production inhibition
is overcome when the syntactic nodes activate in sequence.

Thus, Eikmeyer and Schade’s use of lateral inhibition serves the same
functions that MacKay addresses by distinguishing between priming
and activation, and by allowing only one node in a domain to become
activated. Berg and Schade (1992) suggest that one can tell whether
certain production decisions are truly implemented by inhibition or by
other means, by attempting to model atypical production such as that of
aphasic patients or children. The idea is that it may be possible to attrib-
ute certain phenomena to a general problem with inhibition, given a
model that treats inhibition in a particular fashion. We agree that such
data and modeling efforts would provide useful constraints on theory,
but our earlier conclusion concerning the difficulty of identifying lateral
inhibition in experimental data suggests that the attribution of a cluster
of behavioral effects to an inhibitory problem will be quite difficult.

3. Evaluation of the Models Both MacKay and Eikmeyer and Schade
use serial order devices for storing the order of sequences of categories
that are less powerful than mechanisms capable of storing any orders
(e.g., Jordan networks with hidden units), and both solve the problem
by using different units for the same categories when they have different
sequential functions. Which is better? The MacKay system has the ad-
vantage that it does not require a separate chain for every order. More-
over, it supports its use of categories by pointing to the speech error
literature, in which sequentially defined domains account for what
units replace one another. The forward chaining system of Eikmeyer
and Schade, though, has the virtue of a clear implementation, one that
does not require anything other than spreading activation.

We suggest that for the most part the two systems make similar em-
pirical predictions. However, one may be able to distinguish between
them by testing whether two related syntactic structures use common
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nodes. The Eikmeyer and Schade system uses, for example, different
chains for Det N and Det adj N, whereas in MacKay’s system the same
Det and N nodes could be used. The hierarchical nature of the Estes
configuration would supply the Adj when it is part of the sequence.
Syntactic persistence effects (e.g., Bock, 1986) could, at least in princi-
ple, reveal whether these related sequences use common sequential re-
sources. For example, one could have subjects produce a particular
priming syntactic structure and then see if there is any benefit or cost to
later using other target structures. The idea is that phrases or sentences
that are assumed to use the same structural nodes may exhibit a priming
effect. By examining pairs of prime~target structures which one theory
says use common nodes and the other theory says use distinct nodes,
one could conceivably discriminate between the theories.

4. PDP Models To complete our discussion of creative syntagmatic
relations in activation-based models, we briefly consider a quite differ-
ent approach—an approach that questions the need for an explicit dis-
tinction between content and structural nodes. Researchers who adopt
a parallel-distributed-processing (PDP) approach to connectionist mod-
eling have developed models of language processing in which rules or
other structural generalizations are not built into the architecture, but
rather emerge from the superimpositional storage of the linguistic se-
quences that comprise the set of training items (e.g., Corina, 1991; El-
man, 1989, 1990; Hare, 1990; Gasser & Lee, 1990; MacWhinney &
Leinbach, 1991; Rumelhart & McClelland, 1986b; Seidenberg & Mc-
Clelland, 1989; St. John & McClelland, 1990). In short, these models use
networks that can store sequences, as a Jordan network does, but be-
cause of the use of distributed representations, the sequences are stored
in such a way that the network has some ability to extend itself to novel
sequences. Rumelhart and McClelland’s (1986b) model of English past
tense allomorphy is the classic example. The network learns a set of
paired root and past tense forms of verbs. Each verb is associated with a
distributed representation involving many nodes and connections that
are shared with other verbs. Consequently, the weight changes associ-
ated with the learning of a particular verb are mingled with those asso-
clated with other verbs. The superimposition of the weight changes
allows the network to act as if it has extracted general rules. When given
a novel verb, the network can, to some extent, form the correct past
tense. Yet there is no rule that is stored separately from the storage
of the trained verbs. The network is able to create new output, that is,
to generalize to novel forms, without an explicit structure—content
distinction.

At present, it is too early to say whether the creative syntagmatic
relations required for language production can be exhibited by this kind
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of PDP model. The issues are quite complex and the work done in the
area is still preliminary. One model of this type was specifically devel-
oped to account for psycholinguistic data in production (Dell et al.,
1993). That model used a variant of a Jordan network to store the pho-
nological forms of English words as sequences of phonological features.
Because the network had hidden units it had no trouble storing the
sequences, that is, it could effectively deal with the required noncrea-
tive syntagmatic relations. However, Dell et al. wished to see if the
model could exhibit structural effects that in other models have been
ascribed to structural nodes or frames. These effects involved two char-
acteristics of phonological speech errors. First, speech errors can create
novel phonological strings, but only novel strings that obey the phono-
tactic constraints of the language being spoken. Second, there are sylla-
ble structure effects whereby errors tend to involve sets of features that
comprise syllabic constituents. After the model stored sets of English
words, its performance was degraded by noise added to the connection
weights to simulate interference from surrounding words and other
processing losses. The noise resulted in the model producing “speech
errors” and the errors did, indeed, exhibit the structural effects. Dell et
al. concluded that at least some of the effects attributed to phonological
frames or structural nodes may, instead, reflect the combined influence
of the stored vocabulary. For our purposes, this raises the possibility
that powerful noncreative syntagmatic mechanisms may, when com-
bined with distributed representations, deal with creative effects. Of
course, Dell et al.’s efforts apply only to phonology, the least creative
aspect of language production. It remains to be seen whether syntax can
be similarly treated.

VI. SUMMARY AND CONCLUSIONS

Inhibition serves many purposes in interactive activation models of
language production. Some models use lateral inhibition to aid in para-
digmatic selection, others use inhibition only to regulate sequencing
(e.g., MacKay, 1987), and others use inhibition in the service of both
selection and sequencing (e.g., Eikmeyer & Schade, 1991). Our survey
found good evidence for molar-behavioral inhibition in paradigmatic
selection., However, the mapping of these effects to molecular lateral
inhibition was unclear. In most cases, alternative mechanisms could
also account for the data. Therefore, it appears that experiments that are
specifically designed to test for the presence of lateral inhibition will be
required to constrain models and theory in this area.

Whereas the status of lateral inhibition in tasks such as lexical re-
trieval is unresolved, inhibitory mechanisms appear to be essential to
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the complex sequencing requirements of language production. We ex-
plored the range of these requirements and of the inhibitory mecha-
nisms that serve them in a variety of different models. Although the
functional requirement for inhibition in syntagmatic processing is clear,
there are no specific processes analogous to lateral inhibition that the
models mimic. The models serve the purpose of clarifying functional
requirements and thus supporting theory building. Thus, for example,
we were able to identify the difficulty some models have with the re-
quirements of being able to represent different sequences of the same
items. Interactive activation models like MacKay’s and Eikmeyer and
- Schade’s address this problem by a variety of means including a sepa-
ration of structure and content representations. These models employ a
range of inhibitory and excitatory devices that should in principle be
susceptible to empirical evaluation. Finally, the development of PDP
models that dissolve the distinction between content and structure
presents a new challenge to interactive activation models. The PDP ap-
proach suggests that at least some effects that have been ascribed to
structure may instead be emergent from content. To the extent that this
is the case, the division of structure and content in activation-based
models must be modified, and this in turn will have implications for the
role of inhibition in these models. The need for the variety of inhibitory
processes we have discussed remains. However, it may be difficult to
justify assigning particular inhibitory devices to content nodes, and oth-
ers to a separate set of structural nodes.
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